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1. Mini-artigos / Short papers

15 de março de 2021

Neste capítulo são apresentados os mini-
artigos dos vinte e quatro trabalhos científicos
que fizeram parte dos Seminários do PPG-EM
em 2019. Os trabalhos estão organizados se-
gundo a data de apresentação.

Prof. Daniel J. N. M. Chalhub, D.Sc.
Coordenador dos Seminários PPG-EM 2019

March 15, 2021

This chapter presents the short papers of
the twenty-four scientific works that partici-
pated in the PPG-EM Seminars in 2019. Pa-
pers are organized according to the date of
presentation.

Prof. Daniel J. N. M. Chalhub, D.Sc.
PPG-EM 2019 Seminars Chair
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1 Introduction
The energy consumption of commercial and residential
buildings corresponds to 50.8 % of the energy con-
sumption in Brazil [4], and air conditioning systems
can correspond to more than 50 % in relation to the
total consumed in these buildings, for this reason, en-
ergy efficiency projects usually start replacing ineffi-
cient equipment and changing the habits of its users.
The importance of this follow-up of the Heating, Ven-
tilation and Air Conditioning (HVAC) in the energy
scenario is growing either by the new constructive ten-
dency of residential and commercial buildings, or by
climate change or the expansion of urban centers. The
efficiency improvement of equipment and systems as
well as other actions to reduce the emission of carbon
dioxide to atmosphere should be considered by the en-
gineers, either with the improvement in the design of
heat exchangers, development of new more sustainable
refrigerant fluids, investment in automation and control
and in development of designs aligned with the energy
efficiency targets. The design of an efficient air con-
ditioning system is influenced by several parameters
such as the construction materials used, local climatic
conditions, solar orientation, type of occupation, type
of air conditioning system and its performance coeffi-
cient, air quality requirement, hours of operation and
internal conditions to be achieved. The reduction of
consumption and the financial return of investment in
energy efficiency actions for HVAC systems vary with
the type of application. In the case of bank branches,
where there is a high occupancy rate, the cost of HVAC
represents a significant part of the operational cost of
the building and the application of energy efficiency
strategies present significant results in the short term.
Studies that address energy analysis in air condition-
ing systems applied to bank branches are infrequent
in the literature as well as analysis using the software
Hourly Analysis Program (HAP). Some works of com-
puter simulation using the software HAP are found in
the literature, among which we can highlight the work
developed by [6] that carried out simulation of several

scenarios applied to the system of climatization of chem-
ical laboratories with the use of energy recovery, chilled
beams and systems with variable air flow (VAV). In
this type of application, the airflows of renovation are
extremely high, and may even demand 100% of outdoor
air. We also cite the work of [1], who performed the
simulation of a chilled water air conditioning system
with constant and variable air flow air treatment units,
using the Energy Plus and HAP programs for a coffee
shop.

2 METHODOLOGY
The study case is a commercial building dedicated to
banking activities located in the north zone of the city of
Rio de Janeiro. Currently, the ground floor, mezzanine
and 1st floor is air conditioned by indirect expansion sys-
tem and the last floor by direct expansion systems. The
subsoil is not conditioned and has no occupation. The
indirect expansion system consists of two screw type
air cooled chillers with a capacity of 55.39 TRs each,
two 15 CV cold water pumps, one of which is a reserve,
and 11 air treatment units (ATU), formed by 4 units of
5 TRs, 4 units of 7.5 TRs and 3 units of 10 TRs. The
direct expansion system consists of high capacity splits,
which add up to 50 TRs, being a 5 TRs equipment and
3 of 15 TRs. The occupancy data used for the restricted
environments were obtained by local survey and for the
public service areas the occupancy density foreseen in
the standard was used.[3] The operating schedule for
the air conditioning and lighting systems was estab-
lished Monday through Friday, from 8:00 AM to 6:00
PM. The values of heat dissipation of the lamps, reac-
tors and equipment were obtained from the standard.[3]
The heat transfer coefficients of the envelope were calcu-
lated according to standard.[2] The indoor temperature
was established for comfort purposes, with a dry bulb
temperature of 24 oC for summer conditions and 22 oC
for winter conditions.[5] The renewal air flow rate was
determined by finding the higher value between the rec-
ommended by [5] and level 1 [3]. The simulations were
performed using the HAP, considering the six scenarios
described below, maintaining the weather conditions,
conditioned space characteristics, thermostat parame-
ters, lighting, occupation and equipment schedules, air
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renewal rates and characteristics of building envelope.
Simulation 1: The current air conditioning system was
performed. The efficiency ratings of the chiller and the
high capacity splits are, respectively, 2.9 kW / kW and
2.86 kW / kW. Simulation 2: This simulation was per-
formed considering the installation of air-cooled chillers.
Air renewal is performed through a G4 filter unit .[3]
The energy efficiency rate (EER) considered was 3.10
kW / kW. Simulation 3: This simulation was based
on the last, altering the air dispensing form through
installation of VAV boxes and use of inverter in the
ventilator of the ATU. It was also considered the use
of primary circulation of cold water with variable flow.
The EER considered was 3.10 kW / kW. Simulation 4:
This simulation was performed considering the same
configuration of simulation 3 with the addition of an
energy recovery ventilator. Simulation 5: This simula-
tion was performed considering the use of high capacity
split equipment. The EER considered was 3,224 kW
/ kW. Air renewal is performed through the G4 filter
unit.[3] Simulation 6: This simulation was performed
considering a Variable Refrigerant Flow (VRF) system.
It was also considered a sensitive heat recovery plate
system for external air preconditioning.

3 Results
The simulations were completed presenting satisfactory
results and allowing the comparison of different config-
urations of the air conditioning systems. Simulation 1
was performed for energy diagnosis of the existing sys-
tem where it was verified that the system is oversized.
All simulated scenarios were more advantageous from
the point of view of energy consumption compared to
this system with reductions between 5,63 % and 46.69
%. Figure (1) shows the annual energy cost for HVAC
system operation. The simulation 6 was the most favor-
able from the point of view of the energy performance,
presenting consumption 43.51 % smaller when compared
to simulation 2. The cost associated with the fans was
also significant in all simulated systems ranging from
15.68 % to 32,45 % of the total cost associated with
the HVAC system. In this sense, the adoption of air
handling units with variable air flow showed a reduction
of 49.11 % in the annual consumption referring to this
item. Figure (2) shows the behavior of energy demand
by the HVAC system throughout the year. The total
energy consumption of systems 3 and 5 were very close
throughout the year, being more favorable for system
3 in the months of May to November. Simulation 6
showed higher energy efficiency throughout the year.

4 Conclusions
The use of a direct expansion system in this study case
is advantageous considering from the scenarios with
simpler systems, as in simulations 2 and 5. Among the
scenarios that consider systems of greater complexity
and with sophisticated control and automation require-
ments, as in simulations 3 and 6, the VRF system
presented better energy performance. Considering that
the HVAC system represents between 47.66 % e 32.68 %

Figure 1: Detailed Annual Electric Energy Cost

Figure 2: Monthly Consumption HVAC

of the total cost of the building, it is possible to obtain
an economy from 2.68 % to 13.61 % in relation to the
total consumption of the building with the adoption
the systems 2 and 5 and a saving of 13.61 % a 22.25
% in relation to the total consumption of the building
with the adoption of Variable Air Volume or Variable
Refrigerant Flow systems.
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1 Introduction
Environmental pollution is one of the biggest problems
of this century. The main factors that has influenced
this type of problem is the rapid industrial growth on
a global scale combined with the emission of pollutants.
Pollution occurs in several ways, such as: greenhouse
effect, changes in mortality rates and birth rates of
some species, destruction of the ozone layer, acid rain,
among others. The factors cited hinder not only the
life of the planet but also human longevity.
The aim of this work is to study and monitor the level
of pollution dispersion of the Rodrigo de Freitas lagoon
by effluents. This focus is given by several motivations,
one of them is to predict the contamination process over
time using the Finite Element (FEM) method for space
discretization combined the Crank-Nicolson method
for temporal discretization. Numerical simulations are
presented comproving results expecteds.

2 The model problem
The problem of treatment and dispersion of pollution
will be modeled by the transport equation, a partial
differential equation widely found in ecology problems.
In this study we will consider two-dimensional case,
that is, Ω ⊂ R2.
Let c(t, x, y) be the concentration of pollutant with
(x, y) ∈ R2 at time t ∈ I = (0, T ] given by:





∂c

∂t
− ε∆c+ β · ∇c+ δc = f in Ω,

−ε ∂c∂η = 0 on Γ.
(1)

Each term in the equation has a meaning that is de-
scribed below:
• Diffusion Transport: The term ε∆c defines the

diffusion term where ε is the diffusibility constant
of the pollutant, which will be considered constant.
• Convection Transport: The term β · ∇c is de-
fined as the convective term and β is the velocity

field, as β = uî+ wî and ∇ · β = 0.
• Reaction Transport: The term δc is defined as

the decay term, that is, the loss of the pollutant in
the system. The constant δ is defined as the decay
rate in the aquatic environment.
• Term Source: The term source known in Ω is
given by f . It can be one or more sources of
pollutants.
• Neumann Boundary Condition: It was con-
sidered that the boundary lagoon is coated with
concrete and does not lose pollutants by the edge.

3 Proposed methodology
In this study it was considered a numerical methodol-
ogy using the Galerkin Method for space discretization
combined with the Crank-Nicolson method for tempo-
ral discretization. Therefore, the model problem (1) is
rewritten as,

N∑

j=1

cn+1
j

[
(1 + δ∆t

2 )(φj , φi)Ω + ε∆t
2 (∇φj ,∇φi)Ω

+ u∆t
2 (∂φj

∂x
, φi)Ω + w∆t

2 (∂φj

∂y
, φi)Ω

]

=
N∑

j=1

cn
j

[
(1− δ∆t

2 )(φj , φi)Ω − ε∆t
2 (∇φj ,∇φi)Ω

− u∆t
2 (∂φj

∂x
, φi)Ω − w∆t

2 (∂φj

∂y
, φi)Ω

]
+ ∆t(f, φi)Ω,

(2)
where ∆t= T/n and n is the number of time steps. The
approximate solutions have been obtained using bilinear
triangular elements, P1, with lagrangean interpolation
functions.

4 Simulations
In order to perform the simulations, a map from Rodrigo
de Freitas lagoon was extract using Google Earth Pro
and a mesh was built-in by the software Gmsh, a 3D
finite element mesh generator. In Figure 1 we see the
mesh resulting considering triangle elements.
The lagoon was partitioned into 751 elements, the initial
pollution, c0 will be given as 0, and 1 node (node 33)
will be chosen as the only source of pollution at the

2nd Seminar – May 21, 2019

14



Figure 1: Discretization in triangular elements using
GMSH.

lagoon.
The Table 1 shows the values used in this study. The
parameters of diffusion, velocity field and decay were
based on previous studies in [1] and [2].

Table 1: Values parameters at the simulation
Parameters values

ε 0.4 km2/h
β 1.9 km
w 0.02 km/h
u 0.02 km/h
δ 10−10h−1

c0 0
T 30 h
Ne 751
δt 0.03 h

node 33 0.14

4.1 Results

Figure 2: Analysis of the dispersion of pollution over
time.

In Figures 2 and 3 we can see a concentration over
four times. We can observe that the concentration of
pollution increases over time in the lagoon, which was
expected because the lagoon does not lose pollutants
at the edge.

Figure 3: Analysis of the concentration of pollution
along the time steps.

5 Conclusions and Futures perspectives
The program solved the dispersion problem satisfac-
torily. It can be analyzed that the analysis of the
concentration over time occurs as expected, since the
lagoon does not lose pollutants, so the total concentra-
tion increases. The next step will be to analyze the
dispersion process in a larger scenario and in addition
will be used sources of pollution and sinks.
The partition of the lagoon into triangular elements
was done using the GMSH software. A future approach
that can be given is also to work with not only surface
pollution, such as the one inside the lagoon, but a 3D
case. A simulation closer than the real case that was
studied in [2].
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1 Introduction
The internal tubes of a boiler are examples of mechani-
cal components that suffer wear by operating at high
temperature and abrasive environment. Thus the re-
inforcement of the surface of these components, by
applying a coating, it is quite interesting for protection
against corrosion and mechanical wear [3]. Thermal Arc
Spray Process is a low-cost and high-productivity tech-
nique, however it produces coatings with some porosity
[1]. The presence of defects will affect the corrosion
resistance of the coatings and the use of sealants that
fall into these defects will increase the action of this
base material protection system [2]. The objective of
this work is to evaluate the use of metallic coating ob-
tained by Thermal Arc Spray Process in the conditions
with and without sealant in the protection of steel pipes
for corrosion and wear caused by the aggressive envi-
ronment of boilers operating with untreated water and
with the presence of aggressive ions to their pipes.

2 Methodology
A sample immersion device was designed for a medium
pressure gas boiler of a pharmaceutical industry in Rio
de Janeiro state. Semi-quantitative chemical analysis
by Energy Dispersive Spectroscopy (EDS) of sprayed
layer and of sealant applied and sealant layer thickness
measurements on images obtained by Scanning Electron
Microscopy (SEM) using the Image J software (FIJI)
was performed in the samples before immersion in the
boiler environment. six samples, three with sealant and
three without, were used. in periods of 3 months, total-
ing 9 months from the insertion of the samples inside
the boiler, a sample with sealant and other without will
be withdrawn and passed through the same analyses
done before insertion.

3 Results
The chemical composition of the consumable used for
spraying and the coating chemical composition detected
by EDS are shown in Table 1.

Table 1: Quantitative chemical composition of consum-
able used in the Thermal Arc Spray Process
and semi quantitative coating chemical com-
position found by EDS technique.

consumable used arc spray coating

Cr 13.20 14.53

Nb 6.00 8.72

Ni 5.50 5.28

B 4.20

Al 2.00 1.88

Mn 1.30 0.72

Si 1.20 1.67

Fe balance balance

Figure (1) exemplifies the spectrum obtained by EDS
of the sprayed layer area.

Figure 1: Energy spectrum characteristic of coating re-
gion analyzed in Fig. (2).

Figure 2: Sealant area analysed by EDS technique.
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The sealant layer thickness fund was around 20 µm
according to measures made in FIJI as shown in Fig.
(3).

Figure 3: Sealant thickness measurement using the FIJI
software.

4 Discussion and conclusion
• The chemical composition of the consumable used

for spraying and the coating chemical composition
detected by EDS are fully compatible;

• Boron is not identified by EDS because of your low
atomic weight;

• Was verified the high aluminum and silicon indices
into the sealant;

• The sealant layer thickness fund was 40% less than
specified by the manufacturer (almost 50 µm);

• In the end of the study is expected results that
lead us to affirm the indication or not of the ma-
terial tested for the environment and operating
conditions of the gas boiler.
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1 Introduction
In recent years, graphene has attracted great attention
from physics and research communities because of its
atomic thickness, excellent mechanical, thermal, optical
and electrical properties. 3D printing is a process for
creating 3D physical objects from a 3D digital model.
The use of graphene composites integrated with a 3D
printing can generate materials with distinct reinforce-
ment and wear properties compared to a graphene-free
polymer matrix[7][3]. Graphene combined with poly-
lactic acid creates a conductive nanocomposite with
distinct mechanical properties[2]. In many cases, the
3D graphene nanocomposite acts as a protective film
and can avoid future wear problems and prolong the life
of the composite. In this work we report the methodol-
ogy to realize the nanocomposite polymer-graphene, to
endorse its applications in wear and protection. In this
work, the FDM tool[1] was used to produce graphene-
polylactic acid nanocomposites and the samples were
studied by Scanning Electron Microscopy (SEM), Ra-
man Spectroscopy and hardness and tribology measure-
ments.

2 Methodology
For the production of samples via 3D printer were pur-
chased filaments of PLA and PLA graphene from the
company Black Magic. Through the FDM technique
samples were printed in a 15-millimeter cube format,
based on STL drawings read by the Repetier Host.
Among the printing parameters some were fixed while
others were varied aiming a surface with low levels of ir-
regularities. Cetr UMT Multi-Specimen Test system A
linear reciprocal test with a normal force of 0.3 Newtons
and a velocity of 10 mm / s and a displacement ampli-
tude of 10 mm, where the counterpart is balls of AISI
302 steel of 6.0 mm diameter and Vickers hardness: 413.
The macrometric images were obtained by the stereo-
scope of the ZEISS brand, while the nanometric images
were obtained by the scanning electron microscope of
the brand JOEL model JSM-7100F and Finally, Vickers
(HV) microhardness tests were performed on the PAN-
TEC model MV-1000A micro-meter with 50 gram load

and indentation time 15 seconds. The Raman technique
was used to characterize the material.

3 Results and Discussion
The samples obtained by 3D printing from the com-
mercial filament were characterized by the Raman spec-
trophotometry technique in order to evaluate if the
product sent by the company really is the said material.
It can be seen from figure 1 below:

Figure 1: Raman of PLA and PLA graphene

With the confirmed material the cubic format samples
were printed and their surfaces prepared for the wear
test to obtain the coefficient of friction, the presence
of graphene in the formation of composites reduces
the coefficient of friction when compared to the matrix
material, in this if the PLA. Figure 2 below shows the
variation of the coefficient of friction with respect to
time during the wear test.

Figure 2: Variation of the coefficient of friction with
respect to the time of PLA and PLA graphene

Up to 1800 seconds the sample containing graphene
was shown to have higher wear resistance but for some
reason the material became less resistant over time.
The microhardness test was performed randomly on the
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surface of the printed sample ensuring a safe distance
from existing voids and cracks and generating hardness
values of PLA and PLA graphene according to table 1
below:

Table 1: Hardness of PLA and PLA graphene

PLA PLA graphene

17,092 HV 11,723 HV

With the use of the SEM, the topography was analyzed
and with magnification the presence of nanotubes was
observed, which can be seen in figure 3.

Figure 3: Carbon nanotubes in the sample of PLA
graphene

The presence of carbon nanotubes in the composite
should improve the mechanical properties compared to
the pure matrix [4][6], but the wear resistance reduced
with time during the wear test and the hardness pre-
sented smaller values in the vicker scale for the sample
containing graphene . PLA tends to lose mechanical
properties when it works alongside a material in the
dispersed phase which has the capacity to absorb water
by weakening the matrix [5].

4 Conclusion
The presence of graphene in the PLA has not improved
its mechanical characteristics so far because graphene
apparently has a good capacity to absorb moisture,
which weakens the PLA matrix.
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1 Introduction
An Organic Rankine Cycle (CRO), operates at cooler
temperatures, although it contains the same equipment
as a traditional Rankine Cycle. As the working fluid,
hydrocarbons in general with a high molecular mass,
vaporize at lower temperatures, demand lower consump-
tion of thermal power for mechanical power generation.
Solar Compound Parabolic Concentrator (CPC) as a
source of thermal energy. This replaces the combustion
of fossil fuels in the boiler, becoming a source of renew-
able energy, avoiding the emission of greenhouse gases.
In addition, it allows reaching temperatures higher than
the solar collector’s planes through a thermal fluid that
can be water, oil or air

2 BACKGROUND
2.1 COMPOUND PARABOLIC CONCENTRA-

TOR SOLAR COLLECTOR (CPC)

A concentrator solar collector uses optical systems,
lenses or mirrors, capable of increasing the intensity
of the radiation and with that can reach quite high
temperatures. In order to reach the temperature range
from 100oC to 300oC, the most efficient solar collector
with the least price that is able to reach it should be
chosen. CPC is the most appropriate in this case, the
application of CPC lies in industrial process and power
generation
The most used geometric form is the parabolic one
whose focus is located in the absorver. This absorver is
generally a metal tube with the treated surface, usually
wrapped by a glass tube in order to minimize thermal
losses. Inside the tube circulates a transfer fluid whose
correct choice is fundamental to the efficiency of the
equipment.

2.2 ORGANIC RANKINE CYCLE

The organic Rankine cycle (ORC) is identical to the
Conventional Rankine Cycle, differing only in the work-
ing fluid, which is organic and can be hydrocarbons or

halogenated hydrocarbons among others, and enables
mechanical energy to be obtained at low temperatures
(100 to 300oC). The organic fluid, characterized by a
molecular mass higher than that of water, which leads
to a slower rotation of the turbine, lower pressures and
no erosion of the metal parts and blades.

2.3 THE CPC-ORC COUPLED SYSTEM

The proposed solar heating system (SHS) coupled with
the power generation system is presented in (figure 1).
The HTF is circulating in closed circuit.

Figure 1

2.4 Equations

The concentration capacity represents the ability to
intensify the radiation received by the absorber surface
and is defined by the ratio between the collection area
Ac (area receiving the radiation) and the absorption
area Aab.

Cb = Ac

Aab
(1)

This definition, however, is only theoretical and presup-
poses an optically perfect system. Since several factors
influence the concentration, one can define a point con-
centration factor, , as the ratio between the incident
radiation intensity at a given point in the absorptive
plane and the direct solar radiation intensity reaching
the opening plane of the collector

Cx = Ir(x)
Ib

(2)
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2.5 Citations

Similar and even studies have already been carried out.
The case of [1] for example, analyzed an organic rank-
ine cycle driven by the exhaust gases of a combustion
engine.
[4] performed a performance analysis of the cycle with
several fluids until arriving at the one that brought the
best yield to the cycle
A CRO triggered by a CPC was the subject of [2]. For
this, meteorological data were collected from the region
where the collector would be installed. We sought to
balance the collector efficiency with cycle efficiency.
Also used was the thermodynamic study applied to
the parabolic collector compound solar concentrator [3].
which uses a non-flammable fluid, which does not change
the viscosity, to transport the solar energy, converted
into thermal energy.

3 Conclusions
The results will be presented in the development of this
article, the results modeled in the Trnsys for (CPC) and
Engineering Equation Solver (EES) for (ORC). Based
on the pre-selected parameters, such as meteorological
data, thermodynamic properties of the fluids and pos-
sible premised data, allowing the possible conclusions
about technical-economic feasibility, opportunities for
improvement, possible deficiencies and other conclu-
sions that may increase the work
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1 Introduction
Air conditioning systems are designed based on the
thermal loads of buildings. The Brazilian standard NBR
16401 recommends that the thermal load calculations
are as accurate as possible, in order to make use of
lower safety factors.
Thermal load calculation accuracy depends on the qual-
ity of information available, including the weather con-
ditions from where the building is located.
The Brazilian standard NBR 16401-1 [2] provides cli-
matic data for 34 cities and, for other cities not listed
it defines criteria to find among the cities listed, that
whose climatic parameters are the closest to the project
city.
This manuscript aims to enlarge the study of result
evaluation of using weather data of listed cities in the
Brazilian standard to calculate the thermal load of
buildings located in cities not listed by it.

2 Materials and Methods
For the analysis, the thermal load of the same building
was calculated in two different ways: using the recom-
mendation of the standard and using specific weather
data of the project city obtained from the DwpGen
[3]. This is a web system that complies meteorological
data processing criteria established by ASHRAE [4] for
obtaining weather data from HVAC projects.
Due to the complexity of the thermal load calculations,
since they should take into account the simultaneity
occurrence of all sources of heat loads as well as the
dynamic effect of the building mass, it was necessary
to use the software Hourly Analysis Program (HAP)
version 5.11, developed, licensed and marketed by Car-
rier, destined to produce the complete profile of the
thermal load of a building and to analyze the energy
consumption of the air conditioning system.
Ten cities of different Brazilian bioclimatic zones were

determined to compose the object of study, in order to
make it more comprehensive.
The comparative criteria recommended by NBR 16401-
1 [2] were used to identify which city listed has the
most similar parameters to those of the project location.
These criteria are: both cities must be located in the
same Bioclimatic Zone (BZ) presented in NBR 15220-
3 [1], have close altitudes and the same warmest and
coolest months.
Following criteria defined in that standard, the corre-
sponding cities were identified. No city listed in the
standard belongs to bioclimatic zones 2 and 5, then it
was necessary to identify Compatible Bioclimatic Zones
(CBZ) for project cities belonging to these zones.
The calculation of thermal load was carried out in two
different ways for each city of study:

• DwpGen method: The thermal load of the building
was calculated based on the weather data obtained
through the DwpGen web system for the project
city, adopting the frequency level of 1%.

• NBR method: The thermal load was calculated
based on the recommendation of NBR 16401-1.
That is, the design data were those provided by
the standard for the cities corresponding to the
project cities, adopting the frequency level of 1%.

To evaluate the thermal load variation exclusively due to
changing the building location, all internal heat sources,
building envelope properties and facade orientations
have remained constants.

3 Results
The results obtained were analyzed from the thermal
load peak for the typical design day. The limit of 10
% of the thermal load difference was established as
a decision criterion for the representativeness of the
climatic parameters of the corresponding city for the
design of air-conditioning systems in the project cities.
Table 1 shows the thermal load differences and the
decision making regarding the adequacy of the use of
weather data.
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Table 1: Difference of Thermal Load between NBR and DwpGen.

Project city Corresponding city Thermal load Acceptable

(BZ/CBZ) (BZ) diference decision

Canela/RS (1) Curitiba/PR (1) 7,1% Yes

Teresópolis/RJ (2/3) Belo Horizonte/MG (3) 12,1% No

Santa Maria/RS (2/3) Foz do Iguaçu/PR (3) 4,4% Yes

Resende/RJ (3) Londrina/PR (3) 8,2% Yes

São Carlos/SP (4) Brasília/DF (4) -0,4% Yes

Itiruçu/BA (5/6) Goiânia/GO (6) 13,0% No

Governador Valadares/MG (5/6) Campo Grande/MS(6) 6,3% Yes

Montes Claros/MG (6) Campo Grande/MS (6) 27,3% No

Imperatriz/MA (7) Teresina/PI (7) -4,0% Yes

Ilhéus/BA (8) Natal/RN (8) 12,5% No

4 Conclusions
From the thermal load calculation methods presented,
it was possible to evaluate, for each project city, the
influence of using corresponding city weather data in
the thermal load calculations.
Among the ten cities that compose the study sample,
for four of them, it was verified the inadequacy of using
weather data from listed cities for the design of air-
conditioning systems. Among the cases of inadequacy,
for 50% of them (Teresópolis and Itiruçu) , there was
a need to adopt the criterion compatible bioclimatic
zones , since NBR 16401-1 does not list cities belonging
to bioclimatic zones 2 and 5.
The NBR 16401-1 was conservative for most cases. This
was acceptable in the past, however, with the current
and growing concern about the operating costs of build-
ings, any over-sizing is undesirable. Mainly because
the equipment will operate more than 99 % of the time
away from the peak.
Considering the Brazilian territorial extension, it is nec-
essary to increase the number of cities with climatic
parameters listed in the standard.
Through a more representative sample of cities listed
in the NBR 16401-1 standard, designers can determine
listed cities with climatic parameters even closer to
those of project cities. Consequently, air-conditioning
designs will become more faithful to the reality of the
installed plant, which will generate energy savings and
savings of financial resources regarding the installation
and operation of the system.
Therefore, it is necessary to revise the NBR 16401-1

standard to increase the number of cities listed, so
that there is a considerable variety of cities in each
Brazilian bioclimatic zone, for different altitude ranges,
since these are the main parameters of influence in the
thermal load calculations.
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1 Introduction
The storage of flammable liquids, such as fuels, in
aerial tanks in industrial plants, logistics terminals
and conveyor bases offers fire hazard caused by leak-
age of flammable liquid from the tank in contact with
flammable vapor released with air and ambient heat,
and risk of injury and death to persons due to contact
with the flames and the thermal radiation emitted by
the fire. The intensity of thermal radiation received
from a fire can cause burns of 1st, 2nd and 3rd degrees,
depending on the distance between the fire and the
victim. It is necessary to analyze possible fire scenar-
ios, calculate the safe distances between the fire and
the sensitive receivers (population, residences, schools,
churches, gymnasiums, etc) and compare with the ad-
missible criteria of risk levels.

2 Methodology
This article presents a method to model and simulate
pool fire and thermal radiation applying computional
fluid dynamics (CFD). A fire model and simulations
are presented and the radiation distances from fire are
calculated to 5kW/m2 (capable of causing 2nd degree
burns with 40s exposure) and for probality of death of
1%.

2.1 Computational tools

To do this work it was used as computational tools the
the programs Fire Dynamics Simulator (FDS), Smoke-
view (SMV), Pyrosim and Matlab.

2.1.1 Fire Dynamics Simulator (FDS)

Fire Dynamics Simulator (FDS) is a Computational
Fluid Dynamics (CFD) software of thermally driven
flow [5] with large-eddy simulation (LES) and Direct Nu-
merical Simulation (DNS) code for low-speed flows (less
than 0.3 Mach) with an emphasis on smoke and heat
transport from fires. FDS solves numerically Navier-
Stokes equations for momentum, mass and species trans-
port, energy transport and combustion reaction. Uses
finite volume method for radiation modeling and finite

difference method for other models.

2.1.2 Smokeview (SMV)

Smokeview (SMV) is a visualization program used to
display the output of FDS simulations. It’s avaible in
FDS package.

2.1.3 Pyrosim

Pyrosim is a graphical user interface program for FDS
and SMV that becomes easier to built models in FDS.

2.2 Mathematical model

The FDS mathematical model are composed of hydrody-
namic model, combustion model and thermal radiation
model [1] [3].
Hydrodynamic model [4]:

∂ρ

∂t
+∇ · ρu = 0 (1)

ρ

(
∂u
∂t

+ 1
2∇|u|

2 − u× ω
)

+∇p− ρg = ∇ · σ (2)

ρcp

(
∂T

∂t
+ u · ∇T

)
− dp0

dt
= q̇ +∇ · k∇T (3)

p0(t) = ρRT. (4)

Where, ρ is density; u is the velocity vector; ω is the
vorticity; p0 is the average pressure; g is the gravity;
cp is the specific heat at contant pressure; T is the
temperature; k is the thermal conductivity; t is time; q̇
is the volumetric heat released; R is the gas constant
and σ is the standard stress tensor for compressible
fluids.
Combustion model:

q̇′′
c = ∆Ho

dYo
dZ

ρ∇Z · n;Z < Zf . (5)

Where, q̇′′
c is the heat release rate per unit area of flame

surface; ∆Ho is the energy released per unit mass of
oxygen consumed, being almost constant for a wide
range of fuels; n is the unit normal facing outward from
the fuel; Z is the mixture fraction of air and fuel; Zf
is this mixture fraction limit to combustion; dYo/dZ is
the oxygen consumption; ρ is the density; and D is the
equivalent diameter of flame area.
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Thermal radiation model:

s · ∇Iλ(x, s) = κλ(x)[Ib(x)− Iλ(x, s)]. (6)

Where, Iλ(x, s) is the radiation intensity at wavelenght
λ; Ib(x) is the source term given by the Planck function,
s is the unit normal direction vector and κλ(x) is the
spectral absortion coefficient.

2.3 Probit equation

The probality of death due to the exposure to heat
radiation from fire is calculated with use of a probit
function. The probit function for death due to heat
radiation is given by [2]:

Pr = −36.38 + 2.56 ln (Q2/3t). (7)

Where, Pr is the probit corresponding to the probality
of death; Q(W/m2) is the heat radiation and t(s) is the
exposure time.

2.4 Accidental scenario

Two simulations to an accidental scenerario of pool
fire in a containment basin due to a Diesel aerial
storage tank leakage were simulated, with two dif-
ferent measurement methods to radiative heat flux.
The models were built in FDS code using partially
Pyrosim to help with complex geometries. Smoke-
view displayed the simulations. The radiative heat
flux due to fire were measured in one simulation with
measurement method I and in other with measure-
ment method II. Measurement method I consists of
20 radiometers arranged along cartesians x and y
axes with 3m of spacing between them and measure-
ment method II consists of 52 radiometers arranged
along 14 lines parallel to the x-axis in the distances
of 1, 3, 5, 6, 8.5, 11, 15, 20,−1,−3.5,−6,−8.5,−11,−15
and −20m. In each case the radiometers height Z =
1.7m. To each method were found the distances from
fire to a radiative heat flux intensity of 5kW/m2 and
to the probality of death of 1%. In measument method
I the FDS outputs were interpolated to give the ref-
ered distances, and in the measurement method II the
FDS outputs were inputed in a Matlab code to give
the refered distances and their respectives isocurves of
intensity.

3 Results
The two pool fires simulations runned in FDS to sim-
ulate 40s of fire. Figure 1 shows simulation in time
t = 20s. The probit value calculated to the probality
of 1% of death was 9.8kW/m2.
The table 1 presents the distances found with measure-
ment method I and II to radiative heat flux equal to
5kW/m2 and 9.8kW/m2.

4 Conclusions
The measurement method II showed to be more appro-
priate to measure radiative heat flux from fire. The
mesh refinement in the model in FDS to generate more
accurate results, must take into account the relevance

Figure 1: Pool fire simulation in t = 20s

Table 1: Distances from fire to radiative heat flux of
5kW/m2 and 9.8kW/m2 to measurent meth-
ods I and II

Method I Method II

5 kW/m2 9.8 kW/m2 5 kW/m2 9.8 kW/m2

7.5 m 5.2 m 11.0 m 9.2 m

of the improvement of the results. Other simulations
should be performed to verify more results.
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1 Introduction
The use of epoxy resin in composite has been studied
for the reason of low cost, but the application of some
polymers is limited by mechanical characteristics such
as low impact strength, tensile and fatigue, dimensional
stability and abrasion resistance[5] [7]. Generally,
materials such as fillers are used which reinforce the
structure to obtain better mechanical strength, in many
engineering applications [4]. These fillers are chosen
according to the application and mode of manufacture,
they can be fibers, natural materials or particles such
as ceramic powders [3].
Researches in the civil sector already uses ash as an part
of cement additives and ceramics production, bricks
and block making, as a strong, stable, fire-resistant and
recyclable material [8]. Other studies evaluate the ash
synthesis to the use of adsorbent filters for combustion
gases, noise barriers, fire panels, among other purposes
[1].
Materials used as filler or reinforcement in composites
are generally inert materials used to improve mechan-
ical properties, reduce the weight and costs of the
material and in some cases modify the processability.
Therefore, this work contributes to the minimization of
discards of industrial waste, making possible use of fly
ashes in industrial processes [6].

2 Materials and Methods
2.1 Fly ash characterization

A Sample of fly ash obtained by the burning of mineral
coal in a thermoelectric plant located in southern
Brazil were used as reinforcement and dimensional
filling of a polymer matrix composite in this work. Test
specimens were produced using a thermosetting (epoxy
resin and hardener).
The granulometric distribution of the particles were
carried out using the sieving method and the fractions
classified according to the Tyler sieve series (100 to

635) mesh were obtained.
High resolution images of ash particles, was performed
by scanning electron microscope (SEM) with secondary
electron detector (SEI).

2.2 Preparation of composite

The epoxy resin and hardener were mixed together in
a ratio of 10:1 by weight. This mixture was gently
stirred to avoid bubbles in the resin. The unmodified
fly ash in micron size particles were then slowly added
at desired concentrations from 30 % wt. and mixed.
The FA/epoxy composite was conventionally cured at
room temperature (23 ± 2 C). The mould set up was
kept in room temperature for 24 hrs.

3 Results
The analysis by microscopy techniques allowed the study
of the structure and morphology of the particles of fly
ash particles used in the reinforcement of a polymer
matrix.
The morphological aspect of the particles that com-
pose the ashes was predominantly spherical, of varied
diameters and a few particles of irregular forms. For
good reinforcement the particle size should be finer and
should have higher surface area.
Using scanning electron microscopy, the particle size dis-
tribution of very fine particles of fly ash were observed
as shown in Fig. 1. The granulometric distribution by
sieving revealed that 80% of the material is of particle
size less than 90 microns (170 Tyler mesh) Fig. 2.
The chemical composition of fly ash determined by
atomic absorption spectrophotometry (AAS) reveals
the abundant presence of silica as the main constituent
along with alumina and traces of other oxides.
The distribution of the particles in the polymer
matrix was homogeneous Fig. 3. The mechanical
behavior is directly associated to the inorganic filler
of composites. Observation of particles by SEM with
different magnification was used to analyze shape and
cohesion with the matrix.
The addition of fly ash particles may improve the
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Figure 1: Aspect of coal fly ash particles. SEM, 500x.

Figure 2: Particle size distribution of fly ash.

mechanical and thermal properties of FA/epoxy
composite [8]. It is expected that the addition of
inorganic fillers can act as physical interlocking points
in the cured organic matrix [2], which allows to prolong
the use in the industrial environment.

Figure 3: Microstructure of the polymer-matrix com-
posite.

4 Conclusions
The use of mineral fillers may contribute as an option
to reinforcement in polymers, contributing to the in-

crease in wear resistance in tribological applications
and dimensional stability, as well as to minimize mass
and design flexibility.
The use of ash will make it possible to reduce costs,
since this raw material is a residue of coal-fired ther-
moelectric plants, offering a nobler destination for this
waste that is currently discarded in the environment or
reused by the cement industry.
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1 Introduction
The present work has as objectives: the analysis and
study of the conversion of an internal combustion vehi-
cle to electric traction in two different situations. The
first situation the original gearbox of the vehicle is main-
tained. In the second situation it is dismissed. In both
situations the conversion performed presents a method
for using photovoltaic cells in order to increase the au-
tonomy of the traction batteries used. In this work,
knowledge related to traction mechanics, photovoltaic
cells, electrochemical traction sources and all the neces-
sary system for the development of an electric vehicle
with greater energy efficiency and lower consumption
are used.
This study sized the conversion of the internal combus-
tion system of a Towner (mini van category) vehicle
for electric traction including the alternating current
motor coupled to a frequency inverter that is provided
with regenerative braking. As a result, there was 10
This development included the construction of a pro-
gram in Matlab that allows to obtain the necessary
values for the choice of an equivalent electric motor
in the market in substitution to the original internal
combustion engine.
Figure 1 shows the diagram of the proposed car for a
better knowledge of the project.

Figure 1: Diagram of the electric photovoltaic car.

2 Methodology
The vehicle chosen for conversion is the Towner (mini
van category) model from Asia Motors. Its choice was
motivated by its enormous versatility and being a small
vehicle with a capacity of up to seven passengers, which
makes it a great option for urban transportation in big
cities.
For the conversion, initially the space available for the
engine and the battery bank was observed. Then, based
on the mass of the vehicle, two important conditions of
displacement were observed: the start, when the vehicle
will have to overcome the inertia assuming the highest
slope angle in the course and the maximum speed that
the vehicle intends to obtain in the plan.
Mathematical simulations were used to predict extreme
system operating conditions: torque required for the
vehicle to overcome the increased angle of the course to
be performed and the behavior of the system when the
vehicle reaches its maximum speed on the wheels. These
conditions allow you to define the required torques for
each of the conditions presented, and how to choose the
most suitable electric motor available on the market.
After the theoretical calculations of the tensile strength
with its components, wheel and motor torques, wheel
rotation, motor rotation, wheel and motor angular veloc-
ity, and engine power, a program was created in Matlab
mathematical software. With the program done, see
Figure 2, it is possible to enter the data of a common
vehicle and obtain the values necessary to choose an
electric motor equivalent to the MCI of the vehicle.

Figure 2: Program for calculating the conversion of
MCI to electric traction.

With the values of the yellow axes of figure 2, the
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assembly set is supplied by the AC50 motor, which
provides 67.99 HP peak with 150 N/m maximum torque,
and the Model 1238R inverter. -7601 of 96v 650A.
Having chosen the engine, the Automobiles - Perfor-
mance Analysis of Motor Vehicles program was used,
see Figure 3.

Figure 3: Screen with engine performance charts in
each gear.

After the performance analysis, it can be seen from
the graphs in Figure 4 that the chosen motor perfectly
meets the design.
For the design of the battery bank and the autonomy of
the vehicle, a small test cycle was used, Figure 5. This
cycle travels a distance of 500 meters, at a maximum
speed of 50 km / h, with a consumption of 0.138 kWh
and using the energy generated by regenerative brak-
ing this consumption drops to 0.125 kWh, generating
savings of around 10%.

Figure 4: Test cycle, velocity vs. time graph.

The lithium-ion battery of 3.2v by 180 Ah was chosen
because of the high energy density. The inverter has a
power range of 96v to 108v, which necessitates a serial
connection of 32 batteries, resulting in a bank of 102.4v
of 180Ah batteries that will supply 18.43 kWh. On top
of this value, it is necessary to apply a safety margin
due to the energy consumption that will happen due to
the installed electrical devices for the various auxiliary
systems: lighting, signaling, vacuum pump for braking
etc. For this safety margin, it will be adopted for the
amount of energy available in the battery bank, for the
purpose of calculating vehicle autonomy 80% of it. The
new value will be 14745.6 Wh.
Using the data obtained in the test cycle, we can esti-

mate the autonomy of 58.98 km. For greater accuracy
it would be necessary to calculate a cycle of tests with
a greater variety of paths in order to make urban use
as faithful as possible.
Knowing the available size of the 2000x790 mm ceiling
and the cell data in Table 1, we can distribute the cells
as follows: 12 columns of 5 cells each, forming a total
of 60 cells connected in series, as shown in Figure 6.

Figure 5: Photovoltaic cell data.

With the association of 60 cells in series we will have a
module of 30 volts by 7.6 amperes, totaling 228 watts.
To theoretically estimate the performance of the above
module, we calculate the panel at its maximum power
and at 80% of its power.
The simulation will be based on an exposure of 6 hours
a day to the sun, which would be a range of higher
incidence of solar rays.

Figure 6: Illustration of Towner with the photovoltaic
module.

With 100% we have 228 watts for 6 hours with a total of
1368 watts day, autonomy of 5,472 km, which is 9.277%
battery bank autonomy;
With 80% we have 182.4 watts for 6 hours with a total
of 1094.4 watts day, autonomy of 4,377 km, which
represents 7.42% of battery bank autonomy.

3 Conclusions
The work confirms the feasibility of dispensing the
gearbox, as shown in Figure 4, the graph achieves the
torque and speed compatible with the original gear
characteristics in gear where the gear ratio is 1 to 1,
and the use of a modulus photovoltaic system to increase
the autonomy of an electric vehicle. It has also been
seen that regenerative braking can give a 10% gain by
reusing the energy that would be lost as heat in braking.
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1 Introduction
The complexity of the imaging mechanisms made it
difficult for many years to validate quantitative mea-
surements of the surface wave spectrum of SAR images.
A subsequent problem occurs when the goal is invert-
ing the SAR image spectrum to obtain wind-generated
wave spectra. The mapping process, because it’s nonlin-
ear, admits that a single SAR spectrum is able to map
many wave-generated wave spectrum. In [2] it has been
shown to be possible by an iterative process involving
additional information obtained by external means, a
way of obtaining a single mapping and consequently
obtaining an unique relationship between SAR image
spectrum and wind generated wave spectrum. This
particular transform was named Hasselmann’s trans-
form [1][2]. This transform is relative to the amplitude
of the wave spectrum and in article [3] a new trans-
form was derived, based on the phase difference of the
wave spectrum. This new transform is derived from
interferometry technique and requires the use of two
antennas positioned in the flight direction or at least
is obtained using two different orbits to calculate the
phase difference .

2 Application of the characteristic func-
tions method

The Fourier transform of the AT-INSAR (along-track
interferometric synthetic aperture radar) phase image
function is defined as

IP (k) = kB

2π2V

∫
exp(−jk · x0)h(x0)dx0. (1)

The AT-INSAR phase spectrum transform is obtained
as

< I(k)P I
∗(k′)P >= PP (k)δ(k− k′), (2)

from the article [3]

PP (k) = (kB
πV

)2
∫

exp(−k ·r) < h(x0 +r)h∗(x0) > dr,
(3)

where

h(x0) = [ur(x0)(1 + R

V
u′r(x0)) exp(−jkR

V
ur(x0))],

(4)
and, ur(x0) means the orbital velocity of the back-
scattered element on the surface, R is the distance
between the target and the platform carrying the SAR,
V is the platform’s velocity. To deduce the non-linear
integral transform for the AT-INSAR phase spectrum
it’s necessary calculating

< h(x0 + r)h∗(x0) >, (5)

and for this, we’ll use the characteristic function method
described in [4] and applied by [3]. Defining the char-
acteristic function

M(k1, k2) = exp(jt · µ− 1
2ttΣt), (6)

where the Gaussian vector it’s defined through the
random variables ξ(x) and ξ(x + r). The expected
value µ is considered zero, j is the complex unity, the
vector t = (k1, k2), and the co-variance’s matrix is
defined as

Σ =
(
c11 c12
c12 c11

)

where c11 =< ξ(x)2 > and c12 =< ξ(x + r)ξ(x) >.
Making these calculations, we obtain

M(k1, k2) = exp
[
−1

2(k2
1c11 + 2k1k2c12 + k2c11)

]
(7)

Rewriting equation (5) in function of the characteristic
function and doing some trivial, but laborious calcu-
lations, and replacing ξ(x) for ur(x0), k1 = kxR

V and
k2 = −kxR

V
1 where kx is the wavenumber’s azimu-

tal component, we obtain the final transform which
1The main reason that use only the component kx, is that [4]

states that only the azimutal component matters.
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is used to recover the wave spectrum F (k) inverting
PP (k) = T (F (k)), where T is the transform calculated
in equation (8).

3 Results

PS
P (k) =

(
kxB

πV

)2 ∫
dr exp(−jk · r)

× exp
[(

kxB

V

)2
(fu(r)− fu(0))

]

×
[
fu(r) + (kxB

V
)2(fu(r)− fu(0))2

]

×
(

1− ∂2fu(r)
∂r2

)(
kxR

V

)2
+ 2j

(
kxB

V

)

×
(
∂fu(r)
∂r

)[
2fu(r)− fu(0) + (kxR

V
)2(fu(r)− fu(0)2)

]

−
(
R

V

)2(
∂fu(r)
∂r

)2
[

1 +
(
kxR

V

)2
(3fu(r)−

−2fu(0)) + (fu(r)− fu(02)
(
kxR

V

)4
]
, (8)

where ω means angular frequency.
fu(r) =< ur(x0 + r)ur(x0) > (9)

fu(r) = 1
2

∫ (
|Tu

k |2F (k) + |Tu
−k|2F (−k)

)
exp (jk · r)dk.

(10)
With the range velocity transfer function

Tu
k = ω

(
sin θ kl

|k| + j cos θ
)
. (11)

Simplifying the equation 8 like in [3], we obtain a quasi-
linear transform equation 12

PS
P ql(k) = exp(−k2

xR
2V −2fu(0))
2 ×

(|Tu
k (k)|2F (k) + |Tu

k (−k)|2F (−k)) , (12)
and that quasi-linear transform carries some relevant
information of the original transform.

4 Conclusions
• The quasi-linear transform of amplitude present in

[2] is similar to the quasi-linear transform of phase,
with the exception of the fu(0)
• Both transforms depend on the transfer functions,

and dependents of the modulation effects occurring
on the surface.
• The AT-INSAR integral transform for the phase
spectrum is less dependent on the modulating ef-
fects than the integral transform for the amplitude
spectrum.
• For future studies, it is necessary to analyze the
mathematical conditions to apply this theory.
• In article [3], it is suggested that this new transform
has the potential to estimate the velocity field of
the ocean’s currents.
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1 Introduction
This paper aims the study of the dynamic structural
response and evaluates the fatigue response in terms of
its structural service life of floors when subjected to the
loading action of mechanical equipment (condenser).
The numerical modelling of the studied composite floor
was performed by the ANSYS program, according to the
Finite Element Method (FEM). The applied loads were
simulated based on harmonic dynamic actions related
to the dynamic loadings imposed by the equipment on
the structure. The methodology and the procedures
presented in the design codes were used to evaluate
the floor fatigue response. The conclusions are focused
on the evaluation of the service life response of steel-
concrete composite floor service life, when subjected to
the dynamic actions induced by the mechanical equip-
ment.

Figure 1: FEA Model of steel-concrete floor.

2 Steel-concrete composite floor
The material used for this study is a steel beam ASTM
A572 Gr. 50 (fy= 345 MPa) and concrete slab (fck = 25
MPa). The main and secondary beams are composed
by W360 x 32,9 and W250 X 28,4 channels. The inves-
tigated structural system is based on a steel-concrete
composite floor with dimensions of 5m x 5m, a total
area of 25 m2 and 10 mm of thickness. The structure
is a technical floor where mechanical equipment is in-
stalled. The equipment used in this research is 38 GPa
condenser unit (Weight 490 Kgf, Frequency: 16 Hz)

[2]. The static forces originate from weight of its own
structure, its coat and equipment. The dynamic forces
considered are related to the harmonic dynamic actions
from equipment rotor and its transient response is given
by Equation 1:

F (t) = F0 sin(ωt) = MωR sin(ωt) (1)

Where F0 is the amplitude harmonic of force [F0 = M
ω e]; M is the rotor mass; ω is excitation frequency (ω
= 100,53 rad/s ou f = 16 Hz); e is eccentricity; R (R
= ω e) is the numerical value of the selected balance
quality grade, (R = 2,5 mm/s) [5]; and t represent the
time [3].
Since the manufacture does not report the value of rotor
mass, two possibilities were adopted for rotor mass. The
fist one was considering the mass of equipment being
the same as rotor. The second was adopting 18% of
equipment mass, according to Petrobras Standard, N-
1848 [4]. The analyzes were simulated with 2,4 and 6
equipment.

3 Dynamic structural analysis
The analysis was realized by use of Finite Element
Method (FEA) software ANSYS [1]. The structural
model of the concrete slab floor was generated with
SOLID45 with a equivalent mesh to 3074 elements.
Similarly, the model of the steel beams used SHELL63
and performed 2677 elements. The numerical model
had 8700 nodes, according to Fig. 1.
The forced vibration analysis, in the time domain, based
on the equipment position (2, 4 and 6 condensers) rep-
resents a key point in obtaining natural frequency and
vibration modes.
The dynamic actions was applied in the vertical direc-
tion, on the support position of the concrete slab. The
dynamic loads from the equipment was applied accord-
ing to the Eq. 1 and the Newmark method were used for
the numerical integration of the dynamic equilibrium
equations with a ∆t equivalent to 10 s.
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4 Results
The natural frequencies (eigenvector) and vibration
modes (eingenvalues) were obtained from a free vibra-
tion analysis (modal analysis) with ANSYS (2012) soft-
ware. Fig. 2 shows the first four results of this analysis.
Checking the values of the natural frequencies of the
structure. It is possible to note that the first one has
an excitation frequency of 16 Hz, the same as the first
natural frequency of floor flexion, thus a resonance.

Figure 2: Mode of Vibration.

The dynamic structural response of the floor was ob-
tained by applying static and dynamic loading from the
condensing units. It was considered a structural damp-
ing ratio equal to 1.5% [3]. The node chosen to analyze
the dynamic response of the floor was the one where
the maximum effects occurred, located in the middle
of the central secondary beam (W250 x 28.4), See Fig.
3. Table 1 presents the dynamic response results of the
floor, in the permanent phase of the response, in the
section where the maximum values of displacements
and stresses.

Figure 3: Maximum floor tension.

Table 1: Vertical translational displacements (Uy) and
maximum stresses (σZ).

Dynamic Loading Cases Uy (mm) σZ (MPa)
6 condensers: 100% of total
mass of equipment 4,18 mm 54,68 MPa

6 condensers: 18% of total
mass of equipment 3,80 mm 47,32 MPa

4 condensers: 100% of total
mass of equipment 3,95 mm 49,38 MPa

4 condensers: 18% of total
mass of equipment 3,75 mm 46,76 MPa

2 condensers: 100% of total
mass of equipment 3,94 mm 49,29MPa

2 condensers: 18% of total
mass of equipment 3,67 mm 46,75MPa

To determine the service-life due to fatigue and cumu-
lative damage it is necessary to obtain the variation of
stress that happens on the structure during the period
of equipment’s use. Fatigue analysis was performed
following the classical methodology to evaluate fatigue
damage in structures due to effects caused by variable
amplitude loads, based on the use of SN-type curves and
the Palmgren-Miner linear damage rule and counting
algorithm, Rainflow cycle [6]. The Eurocode Standard
(2003) and a structural detail of the contour weld type,
referring to class 63 was used. The results are shown
in Tab. 2.

Table 2: Useful Life according Eurocode 3
∆σ

(MPa) N cycles (%) Eurocode 3 (Limit 120 years)
Ni ni/Ni

Six condensers: 100% of total mass of equipment
13,09 23.5 49 223965467 0.004418
13,10 23.5 49 223452960 0.004428
13,12 0.5 1 222432629 0.000095

∆σmax

13.12
∑

47.5
∑

100 Dano (D) 0.008940729
Service life
(T = 1/D) 112 years

Six condensers: 18% of total mass of equipment
2.25 0.5 1 44101407036 0,0000005
2.26 2.5 5 43518576648 0,0000024
2.27 44.5 94 42945971190 0,0000436

∆σmax

2.27
∑

47
∑

100 Dano (D) 0,008940729
Service life
(T = 1/D) 21.494

5 Conclusion
Based on the results presented in Tab. 2, it was verified
that when the harmonic dynamic load is calculated
based on the total mass value of the equipment, the
structural system does not meet the design and fatigue
verification limit proposed by Eurocode (2003). For this
reason, N-1848 Standards recommends structure design-
ers to consider that rotors have a mass equal to 18% of
the total mass of the equipment, in the absence of tech-
nical information about mechanical equipment. Thus,
observing the service-life values of the analyzed struc-
ture, presented in Table 2, it is clear that the structural
system meets the design and fatigue limit proposed by
Eurocode 3 (2003) with a with a considerable margin .
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1 Introduction
In the last two decades Computational Fluid Dynamics
(CFD) models have been increasingly used for the calcu-
lation of airflow velocities and temperatures in indoor
environments for the evaluation of comfort conditions,
smoke conditions and air quality [1]. A significant
number or scientific papers exists dealing with the ap-
plication of CFD models in various complex indoor
environments, such museums [2] and Mosque [3]. This
work demonstrates the application of a CFD model
to calculate airflow speeds and temperatures in a very
complex architecture (Gávea Planetarium), where the
input data were obtained from ARAGÃO, 2015; and
COSTA FILHO et al, 2015. The chosen day was May
12, 2014, time 12:28:20, the period of the day when the
highest insolation rate occurred, which was a sunny day
with no clouds as shown in the illustrations in COSTA
FILHO et al. (2015). The calculated speeds and tem-
peratures were used to determine the main thermal
comfort indices Predicted average vote (PMV) and Pre-
dicted percentage of dissatisfied (PPD) [4]; these were
later used for the evaluation of the thermal conditions
of the Planetarium.

2 Materials and Methods
2.1 CFD Model

There are three main types of CFD methods:[5] Di-
rect Numerical Simulation (DNS), Large Eddy Simula-
tion (LES) and [6] Reynolds Averaged Navier–Stokes
(RANS). A short presentation of these methods can
be found in Stamou and Katsiris [6]. These methods
are employed in various efficient computer codes, which
are most frequently used for indoor CFD calculations,
such as PHOENICS, FLUENT and CFX. In the present
work, the version @16.5 of the computer code Fluent
was used.

2.2 The Turbulence Model

The analysis was performed considering an incompress-
ible monophasic fluid (air), in a steady flow. The tur-

Figure 1: Planetarium internal volume

Table 1: Mesh characteristics
Number of cells 7.625.434
Number of nodes 1.408.539

Skewness Max=0.973
Mesh type tetrahedral

bulence model chosen was κ− ε. The solution used was
based on pressure, which solves the speed field from the
momentum and mass conservation equation, and the
temperature field from the energy equation.

2.3 Geometry

For the 3D modeling of the control volume to be ana-
lyzed, the SolidWorks modeling R@2013 tool was used,
view in figure 1.

2.4 Meshing

The mesh was generated with the software’s default
feature, refined in the regions of interest (Inlets, Outlets,
Pillars and Ducts), due to computational limitation.
The mesh generation time for a high number of cells,
due to the size of the geometry, was relatively short.
Table 1 presents the main characteristics of the refined
mesh:

2.5 Boundary Condition

The boundary conditions inserted in AnsysFluent were
removed from the design of the air conditioning system,
provided by the Planetarium or directly obtained from
the experimental data [7].
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Table 2: Shows the materials used and their properties.
Material Dens. Spec.Heat Thermal C.

(kg/m3) (J/kg.K) (W/m.K)
Air (15◦C) 1.22 1,006.43 0.02
Concrete 2300 1000 1.75
Galv.Steel 7800 460 55

Glass 2500 840 1

Table 3: Calculated values of PMV and PPD
Floor Tmin Tmax PMV PPD
2m 21.0◦C 24.7◦C -2.02 77.59%
4m 22.3◦C 29.2◦C -0.39 8.16%
7m 21.8◦C 60.9◦C 1.45 48.35%
10m 28.7◦C 56.9◦C 5.95 100%

2.6 Thermal Comfort

ISO 7730 [4] presents methods for predicting the general
thermal sensation and degree of discomfort (thermal
dissatisfaction) of people exposed to moderate thermal
environments. It enables the analytical determination
and interpretation of thermal comfort using calculation
of PMV (predicted mean vote) and PPD (predicted
percentage of dissatisfied) and local thermal comfort
criteria, giving the environmental conditions considered
acceptable for general thermal comfort as well as those
representing local discomfort. The PMV is an index
that predicts the mean value of the votes of a large group
of persons on the 7-point thermal sensation scale [4].
The PMV can be determined using Eq. (1)

PMV = [0.303 exp(−0.036M) + 0.028] · L (1)

The PPD is an index that establishes a quantitative
prediction of the percentage of thermally dissatisfied
people who feel too cool or too warm.[4] The predicted
percentage dissatisfied (PPD) is a function of PMV and
is given by equation (2),

PPD = 100 − 95 exp(−0, 0335PMV4

− 0, 2179PMV2) (2)

3 Results
The simulation results were satisfactory since they con-
verged to the experimental data. From this, the study
allowed us to analyze the thermal behavior of the inte-
rior of the planetarium through the temperature and
air velocity fields, indicating possible points of thermal
discomfort. We can see in figure 2.

4 Conclusions
The results obtained with the CFD at the Planetar-
ium showed that the temperature gradient between
the ground floor and the top floor is very high, which
severely influences the thermal sensation of visitors.
The calculated values of PMV and PPD (Table 3)
showed that the thermal conditions very abruptly as

Figure 2: Temperature field

the person starts the transition between floors; only the
region close to 4m in height is in a comfortable condi-
tion since less than 10% is dissatisfied (PPD). In the
region below 4m, we find a high percentage of people
with a feeling of COLD, and in the region where the
hot air is stagnant, above 7m, it is quite uncomfortable,
as shown by the distribution of the airflow lines [8].

References
[1] A. I. Stamou and I. Katsiris, “Evaluation of ther-

mal comfort in galatsi arena of the olympics “athens
2004” using a cfd model,” Applied Thermal Engi-
neering, vol. 28, no. 10, pp. 1206 – 1215, 2008.

[2] K. Papakonstantinou and C. Kiranoudis, “Compu-
tational analysis of thermal comfort: the case of the
archaeological museum of athens,” Applied Math-
ematical Modelling, vol. 24, no. 7, pp. 477 – 494,
2000.

[3] H. M. Kamar and N. Kamsah, “Enhancement of
thermal comfort in a large space building,” Alexan-
dria Engineering Journal, vol. 58, no. 1, pp. 49 – 65,
2019.

[4] I. 7730, “Ergonomics of the thermal environ-
ment—analytical determination and interpretation
of thermal comfort using calculation of the pmv and
ppd indices and local thermal comfort criteria, third
ed. international standards organization, geneva, ref
no. iso 7730:2005(e).”

[5] M. Bojic and F. Yik, “Locating air-conditioners
and furniture inside residential flats to obtain good
thermal comfort,” Energy and Buildings, vol. 34,
no. 7, pp. 745 – 751, 2002.

[6] A. Stamou and I. Katsiris, “Verification of a cfd
model for indoor airflow and heat transfer,” Building
and Environment, vol. 41, no. 9, pp. 1171 – 1181,
2006.

[7] L. G. Aragão, “Avaliação da Eficiência Energética
do Sistema de Condicionamento de Ar do Museu
do Universo - Planetário da Gávea,” 2014.

[8] A. P. de Castro, “Análise da Circulação do Ar e
do Comportamento Higrotérmico do Museu do Uni-
verso - Planetário da Gávea,” 2016.

7th Seminar – December 03, 2019

35



SEMI-LAGRANGEAN METHOD APPLIED IN THE CONJUGATED
HEAT PROBLEM USING AN AXISYMMETRICAL STREAM

FUNCTION-VORTICITY FORMULATION
Author: Luís Henrique Carnevale da Cunha1 lh.carnevale@gmail.com

Advisors: 1 ; Gustavo R. Anjos2

1 Rio de Janeiro State University
2 Rio de Janeiro Federal University

December 12, 2019
PPG-EM Seminars: season 2019

http://www.ppgem.uerj.br

Keywords: Conjugated Heat Transfer, Stream
Function-Vorticity, Semi-Lagrangean Method

1 Introduction
This paper shows the use of the Finite Elements Method
(FEM) for a conjugated heat problem in axisymetrical
coordinates. Conjugated heat problems have numer-
ous applications, such as the cooling of electronic com-
ponents with refrigerant fluid through microchannels
between the components (seen in [5]). Being able to
predict the behavior of heat transport between a solid
and a fluid medium is the main goal for this type of
problem.
The stream function-vorticity formulation was chosen to
simulate the fluid flow because of the uncoupling of the
velocity and pressure from the Navier-Stokes equations,
permiting the use of linear triangular elements. In
this formulation the flow is represented by the stream
function ψ and the vorticity ω, the velocity is then
calculated from the stream function. An exmple of the
FEM used with this formulation is presented in [4] and
with conjugated heat in [2].
In this work we propose the use of the Semi-Lagrangian
Method (SL), as in[1], for discretizing the material
derivatives and increase the numerical stability of the
simulations. And also the use of a FEM formulation
to calculate the vorticity boundary condition which is
more commonly obtaind by finite-difference schemes
(see [6]).

2 Methodology
2.1 Governing Equations

The governing equations for the stream function-
vorticity formulation in cylindrical coordinates for an
axisymmetric flow, as found in [3], are:

Dω

Dt
= ωvr
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∂
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∂ψ
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)
(4)

where r is the radius, z is the coordinate along the
symmetry axis, t is the time variable, ν is the kine-
matic viscosity, ωθ is the vorticity component in the θ
direction, vr de radial velocity and vz being the axial
component. The axisymmetric temperature equation
for a medium with thermal diffusivity α is:

DT

Dt
= α

[
1
r

∂

∂r

(
r
∂T

∂r

)
+ ∂2T

∂z2

]
(5)

2.2 Semi-Lagrangian Method

The SL method is used to improve overall numerical
stability therefore making it possible to use larger time
steps in the simulations. Having a stable method is of
utmost importance for flows with high Reynolds num-
ber. The method consists in discretizing the material
derivative for a function scalar f as:

Df

Dt
= fn+1

i − fnd
∆t (6)

where fnd is the function at the time n in the called
departure position, fn+1

i is the function at the time
n+ 1 in the current position. The departure position
is xd = xi − v∆t, xi being the position of the nodal
points in the mesh. The function fnd is calculated by
interpolation from fni .

2.3 Matricial Equatins

The final set of equations discretized in space by the
Galerkin FEM and discretized in time with the SL is:

(
νK + νM3 − vrM + M

∆t

)
ωn+1
i = M

∆tω
n
d (7)

(K + 2Gr)ψn+1
i = M2ω

n+1
i (8)

7th Seminar – December 03, 2019

36



(
M
∆t + αK

)
Tn+1
i = M

∆tT
n
d (9)

where M, K, G are the FEM mass, stiffness and gradi-
ent matrices respectively.

3 Results
The conjugated heat problem shown in Fig. 1 represents
a hollow cylinder with a thick wall (solid region) and
internal temperature Twall being cooled by the flow in
an annular tube enclosing it. The fluid has temperature
Tin on z = 0. Both left an right sides of the cylinder
and the outside wall of the flow section are considered
thermally isolated. In this problem it is possible to
compare the flow simulation to an analytic result given
by the Hagen-Poiseuille flow in an annular section.

Figure 1: Proposed conjugate heat problem.

Viscosity µ = 1
Fluid density ρ = 1000

Fluid thermal diffusivity αf = 0.001
Solid thermal diffusivity αs = 0.05

∆t 0.05
Number of nodes 2328

Number of elements 4779

Table 1: Parameters used for the numerical simulation
The parameters used in the simulation were arbitrarily
defined and are found in Tab. 1.The boundary condi-
tions were: Twall = 10; Tin = 1; U = 2; ψ = 0 on inner
wall and ψ = 3.34 on outer wall. In Fig. 2 (a), (b) and
(c), the numerical results for the Hagen-Poiseuille flow
were compared to the analytical solution and there is a
little difference in the velocity, stream-function and vor-
ticity profiles but overall they show a similar behavior.
The complete numerical solution of the temperature
presented in Fig. 3.

4 Conclusions
For this paper, both FEM and SL were validated with
the Hagen-Poiseuille flow in an annular tube and a
simulation of a conjugated heat transfer problem using
the proposed method was presented. A further step
in the work is the use of the Arbitrary Lagrangian-
Eulerian (ALE) formulation, already implemented and
being tested.

(a) Vorticity (b) Stream-function

(c) Velocity
Figure 2: Comparison between numerical and anality-

cal solution of the annular flow on z = 5.

Figure 3: Simulation of the temperature distribution.
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1 Introduction
With the increase in national energy demand [1], the
interest in techniques and models that allow to reli-
ably predict and evaluate the remaining creep life of
industrial equipment, especially those operating at high
temperatures, ensuring integrity, has increased. This
need is justified by reduced costs, increased safety and
extended service life, as these materials often remain in
operation even with their design lives already exceeded.
Moreover, in the early stages of design, creep life predic-
tion is still one of the biggest challenge related to the
reliability of high temperature engineering materials [2].
Creep damage is a phenomenon influenced macroscopi-
cally by temperature and stress and is cumulative, i.e.
when there is more than one creep mechanism acting on
a material its effects are added, accelerating the degra-
dation of the material [3]. The good creep resistance
properties of 1Cr-Mo-V steels make them widely used
in high temperature equipment [4]. These properties
are due to the presence of chromium and molybdenum,
which promote solid solution hardening and carbide pre-
cipitation, and some of these act directly on the creep
mechanisms, such as the movement of disagreements,
which tend to be anchored or delayed. in their course
when they come across the carbides [5]. Although sev-
eral creep life prediction models have been proposed
in the last decades, the vast majority of them doesn’t
account for the dispersion of experimental creep life
data. Even with the strong evidence that creep life pre-
diction is a stochastic process, corroborated by several
experiments performed in different laboratories around
the world, the creep life prediction models traditionally
used are all deterministic. There is no variability asso-
ciated with its parameters. Therefore, more research
is needed to develop sufficiently general models that
take into account the dispersion of experimental data
for reliable creep life prediction of materials operating
at high temperatures.

2 Objectives
The present work aims to propose a probabilistic ver-
sion for some creep life prediction models to quantify
the uncertainty associated with the parameters of these
models. This will be done from a parametric probabilis-
tic approach considering few experimental data, which
is typical of noble steels like 1Cr-Mo-V steel. Based on
statistical information extracted from available exper-
imental data, a theoretical uncertainty quantification
framework based on the maximum entropy principle and
Monte Carlo simulations was developed to determine
the probability distribution of the input parameters of
the Larson-Miller model.

3 Methodology
3.1 Deterministic modeling

The creep life prediction model developed by Larson and
Miller is the most widely used in engineering projects.
This model is actually a parametric method of data
extrapolation, as it is absolutely impossible to simulate
the field operating conditions in the laboratory. In
this sense, accelerated creep tests are performed under
more severe operating conditions and data extrapolation
may be used to make predictions. In addition, para-
metric methods for extrapolating experimental creep
data consist of grouping the input parameters stress,
temperature, and time to rupture. The Larson-Miller
parameter is obtained by the following equation:

PLM = T (C + logtr) (1)

where, P is the Larson-Miller parameter, which is a
stress function f(σ); T is the absolute temperature which
the component is subjected; C is the dimensionless
constant that depends on the material under analysis
and tr is the time to rupture, usually expressed in hours.
Then, knowing the operating condition to which the
material is being subjected, it is possible to determine
the Larson-Miller parameter and the time to rupture is
calculated deterministically by the following equation:

tr = 10 P LM
T − C (2)
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3.2 Probabilistic modeling

It is worthwhile to present an overview of a conventional
deterministic approach compared with the proposed
probabilistic approach. Figure 2 depicts an overall com-
parison between the two approaches. In conventional
deterministic approaches, deterministic quantities for
each Larson-Miller model input parameters are defined
and the model equations, Eqs. (1) and (2), are solved
deterministically in order to obtain the output param-
eters. For the proposed probabilistic approach, first,
probability distributions of the input random variables
need to be defined using uncertainty modeling tech-
niques. Then the uncertainties of the input parameters
need to be propagated through the model equations
and finally, statistical inference is used to obtain the
probability distributions of the Larson-Miller model
output parameters.

Figure 1: Comparison between deterministic and prob-
abilistic approaches

3.3 Global sensitivity analysis

In order to describe how the variability of the model
response tr is affected by the variability of each input
parameter (T, σ, C, a0, a1, a2) and the combination of
these parameters, a global sensitivity analysis was per-
formed. The parameters a0, a1, a2 are the coefficients
of the polynomial fit for the relationship between the
Larson-Miller parameter and the stress. This analysis
is also useful for identifying unimportant parameters,
thereby reducing the model. To perform such analysis,
the Sobol sensitivity indices were selected. The Sobol
indices for the input parameters of the Larson-Miller
model were calculated from two different methodologies,
via Monte Carlo method and via Polynomial Chaos Ex-
pansion. At this stage of the research this is the only
analysis that was performed.

4 Results and discussion
The first order Sobol indices calculated by both methods
are presented in Figure 2. The blue represents the
Polynomial Chaos Expansion and green represents the
Monte Carlo method. These indices represent the effect
of each parameter separately. The total indices (the sum
of the contribution of the interaction of the parameters)
are presented in Figure 3.
Analyzing the obtained results, it can be verified that
the first order effects of the parameters are relatively low,
that is, the influence of each isolated parameter is low.
In contrast, the second, third and fourth order effects
are more relevant, this shows that the interaction be-

Figure 2: First order Sobol indices calculated by the
Monte Carlo Method and the Polynomial
Chaos Expansion.

Figure 3: Total Sobol indices calculated by the Monte
Carlo Method and the Polynomial Chaos Ex-
pansion.

tween the input parameters is significant. Furthermore,
according to this analysis, the model can be reduced,
the Sobol indices of the parameters a1 and a2 presented
negligible values, so these parameters are negligible and
are not taken into consideration in subsequent analyzes.

5 Conclusions
• The isolated effect of the input parameters of the

Larson-Miller model on the time to rupture is low;
• The interaction effect of the input parameters of
the Larson-Miller model is significant;

• The values of the sobol indices for parameters a1
and a2 were negligible and these parameters were
disregarded;

• The Larson-Miller model can be reduced.
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1 Introduction
Spray-drying is one of the most important continuous
dryers in the industry, despite high installation and
operating costs. Its application is justified because of
its ability to convert solutions, suspensions or pastes
into high quality and homogeneous dry powder. Drying
is one of the most energy-intensive industrial processes
[3] and to maintain its sustainability, the operation
must be effective due to a rising energy cost and growing
concerns over greenhouse gas emissions. A experimental
evaluation of energy efficiency was carried out on a
industrial process of a pharmaceutical product using
spray drying with direct gas-fired heating operating
with liquefied petroleum gas - LPG. In these process
a concentrated wet slurry is injected by a rotary disk
atomizer co-currently with gases at 190 oC. Dry powder-
like is recovered from exhaust stream by cyclone.

2 Methodology
A detailed analysis of spray drying presents as a com-
plex task. The complicated flow pattern and particle
dynamics need a sophisticated approach with a com-
putational fluid dynamic tool. This work evaluated
the dryer thermal and evaporative efficiency based on
overall heat and mass balances to identify opportuni-
ties for minimization of energy consumption. Figure
1 shows a simplified diagram of process with parame-
ters variables and inspection points indicated. recovery
product cyclones is omitted for simplifications reason.
Atomizing, wall sweep and drying air are considered
only one flux to the dry chamber: ṁaci. When hy-
drocarbon are burned in air, water is produced. the
complete combustion of 1kmol of standard LPG ,re-
duced equation:C3,71H8,50, produces 4, 23kmol of water
and contributes to the moisture content in the drier air.
Applying first law of thermodynamic on these control
volumes, but neglecting kinetic and potential energy
and assuming that there will be no energy consumption
by product crystallization nor no chemical reaction in
the chamber, the energy balance in steady-state cam

be stated as

(ṁaohao + ṁp)out−
(ṁaihai + ṁLP G.LHV + ṁshs)in −Ql = 0

(1)

where ṁao , ṁp are inlet and outlet air mass flow
rate, ṁs is inlet slurry, ṁp outlet recovery product
form stream, ṁLP G and LHV mass flow rate and its
lower heating value. Ql represents heat loss from shell.
Specific enthalpy of slurry feed and finished product
referenced to Tref = 273K are given by [2]

hs = (Cps + xslCpl)Ts e hp(Cps + xplCpl)Tp (2)

humid air enthalpy can be calculated as [1]

hai = 1, 006t+ ω(2501 + 1, 86t) (3)

The process parameters necessary to perform de analysis
was collect from indicated points in diagram (1)

• Points 1 and 5: inlet air humidity measured with
semiconductor sensor and temperature with type
K thermocouple;

• Point 2 LPG gas flow rate with turbine meter;
• Points 7: gases flow rate with Type S Pitot tube
and temperature, type K thermocouple;

• Points 3: mass flow rate and humidity of wet slurry
feed. Data collected form plant process instru-
ments.

• Point 4: mass flow rate and humidity content of
finished product form;

• Point 5: inlet air to pneumatic transportation sys-
tem.

Dryer chamber absolute humidy can be calculated as

ωaci = (ωaiṁai + cṁLP G)
ṁaci

(4)

where c in the amount of water produced per mass
of fuel. Outlet moisture of point 6 was estimated by
inlet air humidity, combustion water generation and
water extracted from wet feed. Due aseptic reasons the
air mass flow rate prior to chamber outlet let was not
allowed to be measurered, then air flow of pneumatic
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Figure 1: Simplified process diagram of the spray drying system

transportation ma5 should be considered. Hypotheses
that no water is removed during pneumatic transporta-
tion nor at product recover from hot gase steam in
the cyclones. Another hypotheses, there is no vapor
leaking in dry chamber. Calculated and measured data
are shown on table 1 energy required in the dryer can

Table 1: Relevante Spray dryer parameters
parameter value parameter value
ponto 1 ponto 2

mai 12.837 kg/h mLP G 43,66 kg/h
ωai 0.0142 kg w/kg air LHV 46.000 kJ/kg
Tai 35,10 oC ponto 3
hai 71,65 kJ/kg ms(wet) 690 kg/h

ponto 7 xsl 185,72 % db
maci 12.880 kg/h Ts 30,00 oC
ωaci 0,0191 kg w/kg air hs 303,62 kJ/kg
Taci 190,00 oC ponto 4
haci 245,61 kg/h mp(dry) 241,3 kg/h

ponto 6 x.pl 3,62 % db
mao 18.803 kg/h Tp 96,00 oC
ωao 0,0365 hp 729,26 kJ/kg
Tao 70,50 oC ————
hao 167,00 kJ/kg ṁw evap 440,50 kg/h

be expressed in eq. (5), where hw is latent heat of
vaporization

Eev = mp(xsl − xpl)hw (5)

The spray drier performance may be evaluated in two
ways: thermal and evaporative efficiency. First ηt re-
lates the ratio of energy used for moisture evaporation
Eev at the slurry feed temperature to total energy sup-
plied to the dryer Et [4]

ηt = Eev

Et
· 100% ∴ ηt = 30, 93% (6)

For low humidity and low temperature when the specific
heat capacities may be considered constant, Mujundar
(2015) [5] proposed a simplified equation for thermal
efficiency. Kudra (2012) [4] pointed problems with this
approach that may leading to a unreal value because
do not consider losses. Its clear on (7) the problem.
Almost 100 % error

ηts = Taic − Taoc

Taic − Tamb
· 100% ∴ ηts = 60, 70% (7)

Thermal efficiency only indicate part of dryer perfor-
mance [4], Evaporative efficiency compare the dryer

with the maximum efficiency possible ηev which is at-
tained when the outlet air temperature reach the adia-
batic saturation temperature Tsat

ηev = Taci − Taco

Taci − Tsat(ωaco) ∴ ηev = 14, 91% (8)

3 Results and discussion
Drying efficiency is directly related with temperature
difference between inlet and outlet temperature then
as much higher the difference is better, but inlet tem-
perature is limited by resistence of product to thermal
degradation[6], and outlet, by the maximum humidity
content allowed with equilibrium humidity [2]. If prod-
uct permits, mechanically reduction of slurry humidity
is always cheaper then evaporation. Heat recovery form
exhaust gases to preheat the inlet air, using flat heat
exchange increase thermal efficiency and flue gas recircu-
lation increase de evaporative efficiency. Its important
that all equipment need be designed for CIP (Cleaning
in process procedure).

References
[1] ASHRAE. Fundamentals. American Society of Heat-

ing, refrigeration and air-Conditioning Engineers,
2017.

[2] B. Golman and W. Julklang. Simulation of exhaust
gas heat recovery from a spray dryer. Applied ther-
mal engineering, pages 08 –45, 2014.

[3] T. Kudra. Energy aspects in drying. Drying Technol-
ogy: An International Journal, 22:191 –932, 2007.

[4] T. Kudra. Energy performance of convective dry-
ers. Drying Technology: An International Journal,
30:1190 –1198, 2012.

[5] Arun S. Mujundar, editor. Handbook of Industrial
Drying. CRC Press, 4 edition, 2015.

[6] J.T. Toneli, L. B. Monteiro, M. Aurelio J. Briso, and
D. Moraes. Effect of the outlet air reuse on thermal
efficiency of a pilot plant spray dryer with rotary
atomizer. Chemical Engineering Transactions, 32,
2013.

7th Seminar – December 03, 2019

41



A DATA-DRIVEN APPROACH FOR INFERENCE OF THE
EVOLUTION EQUATION OF A DUFFING OSCILLATOR

Author: Diego Matos Silva Lopes1 diego.matos@uerj.br
Advisor(s): Americo Barbosa da Cunha Junior1

1 Rio de Janeiro State University

Dez 19, 2019
PPG-EM Seminars: season 2019

http://www.ppgem.uerj.br

Keywords: Duffing oscillator, machine learning, data-
driven inference, sequential threshold least-squares.

1 Abstract
As more and more data is available on a daily basis,
it is natural to seek to infer relevant information em-
bedded in these datasets. In the context of dynamical
systems, this idea translates into the use of observa-
tions (data) to infer the evolution law. I this sense,
machine learning techniques are getting more space in
the analysis and synthesis of dynamical systems. This
paper uses regularized data-driven regression algorithm
to infer the evolution law of a Duffing oscillator, using
a library of mathematical functions obtained from a
dataset generated from the underlying physical system.

2 Introduction
A dataset obtained from the sampling of a dynamic sys-
tem can be used to develop a library of testing functions
from which one can perform an sequential threshold
least-squares that allow to infer the system dynamic
evolution law [1][2]. In this sense, this paper illustrates
the basic principle behind the sequential threshold least-
squares in the reconstruction of the evolution law of a
Duffing oscillator.

3 Data-driven identification procedure
If a dynamical systems have a small amount of terms in
its evolution law, its is very likely it can be parametrized
by a sparse linear combination of elementary functions.
In this sense, the key idea here is to construct, with
aid of available observations (data) from the original
system, a library of polynomial functions in a way that
a sparse linear combination of them may be enough to
approximate the evolution law.
For sake of identification of the coefficients (coordinates)
of this functional representation a machine learning
approach, based on a sequential threshold least-squares
regression, is employed. In this method a threshold
is defined so that the regression coefficients that have
their absolute value below this parameter are considered
zero, being the regression computed again without these
terms.

Since the database is organized as follows:

X =




xT(t1)
xT(t2)

...
xT(tm)


 =




x1(t1) x2(t1) . . . xn(t1)
x1(t2) x2(t2) . . . xn(t2)

...
... . . . ...

x1(tm) x2(tm) . . . xn(tm)




(1)

Ẋ =




ẋT(t1)
ẋT(t2)

...
ẋT(tm)


 =




ẋ1(t1) ẋ2(t1) . . . ẋn(t1)
ẋ1(t2) ẋ2(t2) . . . ẋn(t2)

...
... . . . ...

ẋ1(tm) ẋ2(tm) . . . ẋn(tm)




(2)
Considering the library of elementary functions defined
by the matrix

Θ(X) =
[

1 X XP2 . . . XPn
]
, (3)

where XPn represents all dimension combinations that
form a n-degree polynomial, the evolution law for the
dynamical system state X is obtained from

Ẋ = Θ(X)Ξ + ηZ, (4)

where Ξ determines which functions are activated and
their weights, Z is a matrix with zero-mean normally
distributed random values, and η is the corresponding
standard deviation.

4 Numerical experiment
For sake of illustration of the machine learning identi-
fication procedure, a Duffing like damped dynamical
system is considered

ẋ1 = x2, ẋ2 = −0.1x2 + x1 − x3
1. (5)

A comparison between the “exact” (reference) response
of this dynamic system and data-driven time series and
phase space trajectory, inferred by the identification
procedure, can be seen in Figures 1 an 2.
The “exact” and data-driven identified dynamcis with
initial conditions x1(0) = 2 and x2(0) = 0. The “ex-
act” solution is obtained by RK45 method with 6000
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equally spaced time-steps between 0 and 60 seconds.
The dataset has 1200 points randomly taken from the
reference time series. The data-driven solution is ob-
tained from a mathematical functions library with poly-
nomials functions up to fifth degree, standard deviation
0.1 and threshold value 0.075.

Figure 1: “Exact” and data-driven time series for x1
and x2.

Figure 2: “Exact” and data-driven phase space trajec-
tory.

5 Conclusions
The machine learning approach employed is able to rec-
ognize with incredible precision the law of evolution of
the Duffing oscillator, even with high intensity of noise
polluting the database, demonstrating to be an effec-
tive method for inferring the evolution law of dynamic
systems.
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1 Introduction
Nonlinear systems are constantly studied in the sci-
entific literature as attempts to reproduce complex
phenomena with greater reliability. Several of these
systems are highly dependent on the parameters and/or
initial conditions and may exhibit chaotic behavior for
some configurations. Since chaotic behavior may or may
not be useful in applications of interest, it is crucial
to identify under what conditions such behavior can
manifest in a dynamical system [2].
When dealing with a system for which the dynamics
is unknown, the exponents of Lyapunov [2] are often
used for classification of the dynamic regime of opera-
tion in regular or chaotic. However, the computational
cost associated with this method is very high, due to
the required eigenvalue calculations. So, when in pos-
session of a large system or costly computing system,
the proposed 0-1 test for chaos by Gottwald and Mel-
bourne [3] shows up a good balance between theoretical
certification and fast processing.

2 Gauss iterated map
2.1 Map description

The standard Gauss iterated map uses a zero-mean
unit-amplitude Gaussian as evolution law, having only
two parameters: (i) the width α, interpreted as the
variance inverse in a probabilistic contexts; and (ii) the
offset β [4]. Therefore, the map evolution law is written
as

xn+1 = exp
(
−αx2

n

)
+ β . (1)

Here this map generalized by adding two other parame-
ters, the scale γ, and the mean δ. Supplementing this
map with an initial condition x0 = a, the evolution law
of this new generalized Gauss map is described by the
following (discrete) initial value problem

{
xn+1 = γ exp

(
−α(xn − δ)2)

+ β ,
x0 = a .

(2)

2.2 Presence of chaos and regularity

Figure 1 shows a bifurcation diagram of the dynam-
ical system described (2), where it can be observed
a qualitative variation of the response as γ assumes
3001 values in the range −10 ≤ γ ≤ 10, with α = 4.9,
β = 0.5, δ = 0, x0 = 0.2, for a temporal evolution of
the map with 5000 steps. In this figure, three scenarios
can be highlighted: (i) regular dynamics of period 1 at
γ = 1; (ii) regular dynamics of period 10 at γ = −2.9;
(iii) a chaotic dynamics at γ = −1.05. Also remember
that, with δ = 0 and γ = 1, the response is equivalent
to that of the standard Gauss map.
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Figure 1: Bifurcation diagram of the generalized Gauss
iterated map with α = 4.9, β = 0.5, δ = 0,
x0 = 0.2 and −10 ≤ γ ≤ 10.

3 The 0-1 test for chaos
The 0-1 test is the binary test for chaos identification
that applies a change of coordinates from physical co-
ordinates (φ(t), φ̇(t)) to a pair of extended coordinates
(pc, qc), parameterized by an angle c (see [1] for de-
tails). From this new coordinates, a time-averaged
mean square displacement Mc is extracted, and the
classifier Kc can be calculated. The test is repeated for
several values of c, and K = median{Kc} is employed
as the classifier for the dynamic regime of the time-
series φ(t). It can be demonstrated that, theoretically
that Kc ∈ {0, 1}, so that, numerically K ≈ 0 for regu-
lar dynamics, and K ≈ 1 in the chaotic case [3]. The
Figure 2 shows a schematic representation of the test.
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Figure 2: Schematic representation of the 0-1 test for
chaos where is detailed the method’s steps
such as well as the classification and obtaining
of a system observable.

4 Numerical experiments
4.1 Validation of 0-1 test classifier

Some results are shown in Figures 3 and 4, where one
can see the extended dynamics in (p, q) coordinates, the
evolution of the square distanceMSD, and the classifier
samples Kc as function of the values of c. In Figure 3
one can see that, for α = 4.9, β = 0.5, γ = −1.05 and
δ = 0,the system behavior is chaotic, since the extended
dynamics in (p, q) coordinates is diffusive [1, 3]. Note
from Figures 3b and 3c that 0-1 test for chaos correctly
detect chaotic behavior. On other hand, regularity can
observed in Figure 4, once the extended dynamics is
limited [1, 3].
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Figure 3: Test 0-1 for chaos with α = 4.9, β = 0.5,

γ = −1.05 and δ = 0. (a) extended dynamics
in (p, q) coordinates, (b) the evolution of the
square distance MSD, and (c) the classifier
samples Kc as function of the values of c.
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Figure 4: Test 0-1 for chaos with α = 4.9, β = 0.5,

γ = 1 and δ = 0. (a) extended dynamics
in (p, q) coordinates, (b) the evolution of the
square distance MSD, and (c) the classifier
samples Kc as function of the values of c.

4.2 Contour maps

With the classification test properly calibrated, more
extensive results about the dynamics of the generalized

Gauss map with respect to the values of γ and δ can be
extracted. A broad analysis is indicated by the contour
maps in Figure 5. The regular behavior is indicated
by the darkest blue points and chaos by the red ones.
The parameters used are α = 4.9, β = 0.5, γ ∈ [−5, 5],
δ ∈ [−1, 1], x0 = 0.2, with 5000 iterations, Nc = 300,
and a resolution of 100×100 points in (γ, δ) space. The
result revels two regions where chaos is more present:
(γ, δ) ∈ [−3, 1]× [−1, 0] and (γ, δ) ∈ [4, 5]× [0, 0.5].

Figure 5: Contour map for −5 ≤ γ ≤ 5, −5 ≤ δ ≤ 5,
with α = 4.9, β = 0.5, and x0 = 0.2.

5 Final remarks
The 0-1 test for chaos is explored to classify the system
dynamics and used to generate contour maps that revel
chaotic regions in the parameters space. These results
allowed conclude that two regions with a huge presence
of chaos exist. In future works the authors intend to
use the 0-1 test to generate basins of attraction with
respect to the parameters in order to study the system
sensitivity to small chances on their nominal values.
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1 Introduction
Understanding selection and orientation mechanisms
of spatial structures, their symmetries and instabilities
represent a major theme of theoretical and experimental
research in mathematical and computational modelling
of self-organization phenomena. Spatio-temporal pat-
tern formation is nowadays recognized to be related
to several technological problems in physics, chem-
istry, nonlinear optics, and materials science [6]. The
Swift-Hohenberg equation (SH)[4] is a widely accepted
model not only for describing pattern formation in
Rayleigh-Bénard systems but also for studying dynam-
ics of phase transitions in liquid crystals and diblock
copolymers [5, 3]. The numerical objective of this pa-
per was to construct an efficient finite-difference time
splitting scheme for solving the model. The second
objective was to attain physically relevant results by
examing structure behaviour in the presence of nonuni-
form forcings representations of the control parameter
ε(x) [2, 1].

2 Mathematical modelling and numerical
scheme

The SH equation has the so-called gradient dynamics,
which means there is a potential, known as a Lyapunov
functional, associated with the order parameter field
ψ(x, t) that has the property of decreasing monotoni-
cally during the evolution. It can be derived by using
the L2-gradient flow of the Lyapunov energy functional:

F [ψ] =
∫

Ω
dx1

2

{
− ε(x)ψ2 + α

[
(q2

0 +∇2)ψ
]2 +

− β

2ψ
4 + γ

3ψ
6
}
, (1)

∂F [ψ]
∂t

= −
∫

Ω
dx
(
∂ψ

∂t

)2
≤ 0. (2)

where Ω represents the domain whose size is commensu-

rate with the length scales of the patterns. We consider
a regular domain Ω : {x ∈ [0, Lx], y ∈ [0, Ly]}. ε(x) is
the control parameter, α = 1, q0 = 1 (λ0 = 2π), β = −1
and γ = 0 for the presented simulations. Also, Eq. (2)
denotes the nonincreasing behaviour of the Lyapunov
functional, which monotonically decreases until steady
state is reached. By taking the variational derivative
of Eq. 1 in L2 norm, the following Swift–Hohenberg
equation is obtained:

∂ψ

∂t
= −δF [ψ]

δψ
, (3)

∂ψ

∂t
= ε(x)ψ − α

(
q2
0 +∇2)2 ψ + βψ3 − γψ5. (4)

In order to construct a Crank-Nicolson second order in
time numerical scheme, we adopt the following represen-
tation proposed by Christov and Pontes (2002) [1] for
the time derivative of Eq. 4, where the RHS is evaluated
at the middle of the time step ∆t:

ψn+1,p+1 − ψn

∆t =
(

Λn+1/2,p
x + Λn+1/2,p

y

) (
ψn+1,p+1 + ψn

)
+ fn+1/2,p,

(5)
where the index (p) refers to the internal iteration num-
ber. The superscript (n + 1, p + 1) identifies the new
iteration, while (n) are the values of the previous time
step. Internal iterations are required to secure a good
approximation of the nonlinear term, i.e, until ψn,p con-
verges to ψn+1,p+1. The operators Λn+1/2,p

x , Λn+1/2,p
y

and fn+1/2,p are redefined as follows, for the SH equa-
tion:

Λn+1/2,p
x =1

2

[
−α

(
∂4

∂x4 + q4
0
2

)
− β (ψn,p)2 + (ψn)2

2

]
,

Λn+1/2,p
y =1

2

[
−α

(
∂4

∂y4 + q4
0
2

)
− β (ψn,p)2 + (ψn)2

2

]
,

fn+1/2,p =1
2

[
ε (x, y)− α

(
2q2

0
∂2

∂x2 + 2q2
0
∂2

∂y2 +

+2 ∂4

∂x2y2

)]
(ψn,p + ψn) , (6)
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Figure 1: Structures numerically attained for nonuniform forcings distributions of the control parameter ε,
represented in first row. Second and third rows have numerical results for RBC and PBC, respectively.

3 Numerical Experiments
All sixteen simulations in Fig. 1 have the same domain
size (10λ0 × 10λ0, i.e., 160 × 160 mesh points) and
started from the same random initial conditions. We
adopted rigid (ψ = ∂ψ/∂n=0, where n stands for the
outward normal direction to the boundary - RBC) and
periodic boundary conditions (PBC), for comparison.
Nonuniform forcings such as ramped, sinusoidal and
gaussian distributions were adopted for ε(x).We assess
the rate of change in time of the pattern during the
simulation by monitoring the relative L1 norm rate of
change defined as:

L1 = 1
∆t

∑
i,j

| ψn+1 − ψn |
∑
i,j

| ψn+1 | . (7)

All simulations proceed until L1 ≤ 5×10−7, which is our
criterion for reaching the steady state. Furthermore, by
assessing a stricly evaluation of the Lyapunov functional
we can observe free energy minimization in both RBC
and PBC.
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Figure 2: Test case: Strict evaluation of the Lyapunov
functional evolution in time for RBC and
PBC.

In Fig. 2 it is possible to notice that when defects are
removed (L1 peaks) there is a significant decrease of
the Lyapunov functional. Also, PBC favors free-energy
minimization until steady states are reached.

4 Conclusions
The main paper remarks are summarized as follows:
• The splitting scheme was proven to be uncondi-

tionally stable and consistent, serving as a reliable
framework to numerically study the SH equation;
• Simulations show physical agreement with other
numerical and observed experimental results;
• The nonuniform control parameter has a predomi-
nance in the pattern orientation for PBC instead
of RBC (which implies the stripes to reach perpen-
cidularly to the walls).
• Ramped and sinusoidal ε(x) in the subcritical re-
gion (ε < 0) promotes a clear orientation in the
gradient direction (∇ε(x)).
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1 Introduction
There is a big race around the world to reach alterna-
tive sources of energy and alternative ways of treating
domestic sewage. UASB reactors (Upflow Anaerobic
SludgeBlanket) have attracted attention due to their
efficiency in the treatment of wastewater, in addition
to presenting an efficient conversion of organic matter
into gases such as methane, which can be used as an
alternative source of energy. Due to these advantages
that the UASB reactor has, there is a great force of
implantation of this type ETS (effluent treatment sta-
tion) in the domestic sewage network. In this work,
the anaerobic digestion model ADM1 was studied and
implemented in Octave software, to assemble a simula-
tor that will assist in the design and operation of these
types of anaerobic reactors, also enabling the future
study of implementations of the ADM1 model.

2 Methodology
It was implemented in GNU Octave, an anaerobic di-
gestion model known as ADM1, developed by the IWA
(International Water Association) in 2002. The model
consists of 24 stages, with 12 states related to soluble
substrates, 5 states related to insoluble compounds and
7 states related to groups of bacteria [2]. The conserva-
tion equations coupled with the biological equations of
soluble components described by ADM1 are presented
in 2. For non-soluble ones, they are shown in 3. After
the implementation of ADM1, a one-dimensional mesh
with 25 nodes was built to simulate a 6-meter high reac-
tor, the first node representing the entry condition. We
use the first-order finite difference method in the Semi-
Lagrangian algorithm to solve the differential equations.
This method was developed by Sawyer at the beginning
of the 1960s to integrate the conservation equation, the
use of this method allows us to adopt much longer time
steps [3]. The model features two speeds, hydraulic
speed, and sedimentation speed. The sedimentation
speed depends on several factors, such as the Reynolds
number, the friction, the form factor, the convection
currents induced in the fluid, the interactions between

the particles, the surface roughness of the particles, the
effect of the wall [1]. This speed is updated at each
iteration using Stokes’ Law, according to the equation
1.

V s = g(ρp − ρw)d2

18µ (1)

dSliq,i

dt
= QinSin,i

Vliq
− Sliq,iQout

Vliq
+

∑

j=1−19
ρjvi,j (2)

dXliq,i

dt
= QinXin,i

Vliq
− Xliq,iQout

tres,X + Vliq

Q

+
∑

j=1−19
ρjvi,j (3)

3 Results
The initial results were quite satisfactory, as they met
the qualitative analysis of the observations made in
the reactors in operation worldwide. In the first case,
a simulation of a UASB reactor operating for 5 days
with an HDT of 12h (Hydraulic Detention Time) and
without any type of inhibition in biological processes
was carried out. The affluent composition was only
0.5 kg * COD / m3̂ * d of complex compound. The
first case is shown in Fig. 1, a pre-formation of sludge
and a small production of methane was observed, this
low production of methane gas is because the growth
kinetics of methanogenic bacteria is very slow, therefore,
practically not there was a production of methane gas.
In the second case, at the beginning of the simulation, a
certain concentration of consumers was placed inside the
reactor, keeping all other parameters equal to the first
case. We can observe an increase in methane production
compared to the first case, as can be seen in Fig 2. The
initial inoculation made the process more efficient in
the production of methane gas, with this result we can
show again that one of the essential factors is the size
of the population of bacteria present in the sludge.

4 Conclusion
With the results obtained in these simulations of just
5 days, we can see that, by making some changes in
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Figure 1: The concentration of particulates and sol-
ubles of interest inside a UASB reactor after
5 days of operation.

Figure 2: The concentration of particulates and sol-
ubles of interest inside a UASB reactor after
5 days of operation.

some parameters at the beginning of the simulation, we
obtained different results in the production of methane.
The simulation showed consistency with the real values,
both in the processes of anaerobic digestion and in the
hydraulic part, as well as in the process of sedimenta-
tion of the particles. As a result, this tool proved to
be excellent for supporting projects, operations and re-
search. The algorithm still needs some implementations,
such as adding inhibitions inherent to the ADM1 model
and placing the influence of temperature on anaerobic
digestion processes
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1 Introduction
This paper is an initial proposal for my research during
graduate studies. The aim is to solve the heat equation
in a context which thermal conductivity is function of
temperature. When solving a conduction heat transfer
problem, it is common to use an approximation in which
thermal conductivity is considered constant though that
hypothesis is only valid under certain conditions. In
order to get a better approximation for those cases and
to make the numerical model easier to work with, we
shall use a variable transformation known as Kirchhoff
transformation.

2 Mathematical model
2.1 Heat equation

The temperature inside a rigid isotropic body, we shall
call it Ω, can be calculated through the heat equation,
[1]

ρc
∂T

∂t
= ∂k∂T

∂x2 + ∂k∂T

∂y2 + ∂k∂T

∂z2 + q̇ (1)

If we consider thermal conductivity k, as a constant,
Equation (1) becomes:

ρc
∂T

∂t
= k∂2T

∂x2 + k∂2T

∂y2 + k∂2T

∂z2 + q̇ (2)

However Equation (3) should not be used if you are
dealing with large differences of temperatures. In this
case due the variation of thermal conductivity in func-
tion of temperature, the results numerically obtained
can be far different from the reality.
In a preliminary study we shall adopt some hypothesis
for the Equation (1):

• temperature known inside Ω in the initial instant
• temperature known over the surface of Ω at any
moment

2.2 Kirchhoff transformation

In order to avoid dealing with an explicit relation be-
tween the temperature and thermal conductivity while
solving the differential equation, we should use the
Kirchhoff transformation. Let be w the Kirchoff trans-
formation, [2]

w =
∫ T

0
k(ξ)dξ (3)

If we assume k = k̂ as piecewise constant function of
temperature [2], then we have:

k̂(T ) =





k1, T≤ T1

ki, Ti≥ T > Ti−1,

kn, T > Tn−1

That consideration gives better results the many parts,
or values of k, the function have, and that lead us to
linear equations for the Kirchhoff transformation and
its reverse, [2]

w = 1
2 ((k1 + kn)T+

∑N
i=2(ki − ki−1)(|T − Ti−1| − Ti−1))

(4a)
T = 1

2 (( 1
k1

+ 1
kn

)w+
∑N

i=2( 1
ki
− 1

ki−1
)(|w − wi−1| − wi−1))

(4b)

3 Numerical model
In order to solve the Equation (1) we need to rewrite it
in function of w:

1
α

∂w

∂t
= ∂2w

∂x2 + ∂2w

∂y2 + ∂2w

∂z2 + q̇ (5)

Where α is the thermal diffusivity of the material and
its value also depends on the temperature. We shall
assume two hypothesis that are consequences of those
from Equation (1) and of the rewritng of Equation (1)
in function of Kirchhoff transformation. Those are:
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• the value of Kirchhoff transformation is known over
the surface of Ω at any moment
• the value of Kirchhoff transformation is known
inside Ω in initial instant

We shall obtain the approximate solution of Equation
(5) using:

1
α

wp+1
n−1 − wp

n−1
∆t =

wp+1
n−1 − 2wp+1

n + wp+1
n−1

∆x2

+
wp+1

n−1 − 2wp+1
n + wp+1

n−1
∆y2 +

wp+1
n−1 − 2wp+1

n + wp+1
n−1

∆z2 + q̇

(6)
In that case as long as we know the values of w and the
temperature at instant p, so we also have the value of
thermal diffusivity in that moment. We shall use the
value of α at instant p in Equation (6) to obtain the
numerical solution getting a better approximation then
using a constant value independent of temperature.
The values of w at the moment p + 1 obtained from
Equation (6) can be used in Equation (4b) to calculate
the reverse transformation and obtain the values of
temperature inside the rigid body in that moment. The
reverse transformation of Kirchhoff certainly exists if
the values k̂ are above zero [2]. The value of w in a
given temperature is:

wi =
i∑

j=1
kj(Tj − Tj−1) (7)

4 Conclusions
This work is only beginning. Using the Kirchhoff trans-
formation seems to be a good representation of reality
since we have enough values of temperature, thermal
conductivity and thermal diffusivity, besides, it is easier
to deal with than using complicated numerical integra-
tions and it is faster because demands less computa-
tional efforts.
The next steps we will take in this work are:

• to solve the problem with different boundary con-
ditions like temperature unknown on the surface of
the body, a convective heat flow over the surface
and high temperatures in the neighborhood, when
it is not possible to ignore the effects of radiation
heat transfer.
• to compare the numerical solution with analytic
results in order to validate the model.
• to apply that model in a project of some equipment
like a reaction engine.
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1 Introduction
When mechanical components operate under harsh con-
ditions and in harsh environments, coating their sur-
faces is an option for protection against corrosion and
mechanical wear. Proper coating of a material can
extend its life while maintaining its original mechani-
cal properties while protecting against corrosion and
wear.[2]
The thermal spray coating technique, especially that
of electric arc coating, is characterized by flexibility in
the choice of coating material, low thermal input to
the substrate and virtually no dissolution thereof. In
addition, the low operating cost, high deposition rate,
good adhesion in the use of sealants and the possibility
of field coating make the technique attractive.[1]
Metal coatings obtained by thermal spray are character-
ized by the deposition of successive layers of flattening
and solidifying liquid droplets, resulting in a lamellar
macrostructure. The metal droplets fuse and cool at
an extremely high rate as they strike the substrate and
mechanically anchor themselves to surface irregulari-
ties. A typical structure of spray coatings is comprised
of sprayed material coverslips interspersed with oxide
inclusions, cracks, unfused solid particles during the
spraying process and porosity (Figura 1) . The amount
of these defects, essentially the trines and pores, will
directly influence the coating properties.[3]
This work aimed to quantify the defects (cracks, pores
and oxide nets) of two different coatings obtained by
thermal spray technique through analysis and digital
image processing obtained by optical microscopy.

2 Methodology
The coatings were applied on an 8 mm thick carbon
steel plate (Table 1) properly prepared by Sa2 grade
abrasive blasting with G16/20 mesh angular alumina.
The electric arc thermal spray was performed according
to the parameters of Table 2 on a TAFA 8835 equip-
ment:

Figure 1: Typical structure of thermally sprayed coat-
ings.

Table 1: Chemical composition of the substrate.

Element % by weight

C 0,173

Mn 1,1

P 0,015

S 0,007

Cr <0,05

Table 2: Thermal Spray parameters used.

Thermal Spray Parameters

Voltage (V) 30

Current (A) 100

Atomizing Air Pressure (psi) 70

Projection Distance (mm) 100

Projection angle 90o

Deposition Rate (kg/h) 5

Two different metal alloys were used to make two dif-
ferent coatings, one called Alloy A and one Alloy B.
(Table 3 and 4)
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Table 3: Composition of consumable wires used to coat.

alloy A % by weight

Cr 13,2

Nb 6,0

Ni 5,5

B 4,2

Al 2,0

Mn 1,3

Si 1,2

Fe bal.

Table 4: Composition of consumable wires used to coat.

alloy B % by weight

Cr 29,0

Mn 1,63

B 3,75

Si 1,6

Fe bal.

Specimens were sectioned for the two coatings obtained
from the coated plates. They were embedded and sub-
jected to metallographic preparation until specular sur-
faces were obtained.
Thirty images were generated by optical microscopy
without field overlap for each coating condition tested,
all with 500x magnification.
The preprocessing, segmentation, postprocessing, and
attribute extraction steps were performed using Fiji -
Image J software to quantify the total defects present.
Figure 2 exemplifies the appearance of the coating be-
fore and after digital image processing. And figure 3 the
software defect detection after processing, highlighting
defects. From the demarcated area the percentage of
defects for that image is calculated.

3 Results
Table 5 below contains the result for the analysis of the
above-mentioned spray condition defects.
The results of digital image processing showed very

Figure 2: a) Image obtained by optical microscopy; b)
Image after digital image processing.

Figure 3: Defect identification, highlighting.

Table 5: Percentage of defects for each condition.

Specimen Defects Mean (%)

Total 5,0

alloy A Elongated 4,0

Rounded 1,0

Total 5,6

alloy B Elongated 5,0

Rounded 0,6

close values for the total number of defects in alloys
A and B. The fraction of elongated defects was more
present than the rounded defects in both alloys.

4 Conclusions
Based on the results, considering the different composi-
tion of the alloys, this fact reinforces the premise that
the presence and morphology of defects depends mainly
on the technique and the parameters applied in the
thermal spraying.
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1 Introdução
Durante a vida útil de um chassi veicular, este é sub-
metido a diferentes tipos de carga, dentre as quais são
destaque e exercem papel fundamental no seu projeto
as de flexão, torção e combinações destas, conforme
[3]. Portanto, uma criteriosa análise estrutural sobre
este elemento antes de projetá-lo tornou-se ponto chave
antes de qualquer possibilidade de manufatura, como
constatam [1].
Por definição, otimização é o ato de obter o melhor
resultado dado dentre devidas circunstâncias. Em pro-
jetos de engenharia, seja em construção, manutenção ou
em qualquer outra área, o objetivo será sempre obter o
produto final através do menor esforço, ou com o maior
benefício desejado possível. Uma vez que este menor
esforço ou maior benefício geralmente podem ser expres-
sos através de funções dependentes de determinadas
variáveis, por exemplo, uma função f(x), a otimização
fica definido como a maximização ou a minimização da
referida função f(x). Também é importante ressaltar
que se um determinado ponto é o valor máximo da fun-
ção f(x), o valor mínimo desta função pode ser obtido
através da negativa, −f(x), conforme [4].

2 Modelagem em Elementos Finitos
O chassi modelo B10M EDC 4x2 da Volvo do Brasil
analisado consiste de uma estrutura metálica, fabricada
com duas longarinas em perfil estrutural de aço em
seção “C”, de comprimento 9750 mm e por travessas
soldadas transversalmente às longarinas. As travessas
são perfis estruturais de seção retangular e totalizam
5 travessas com comprimento de 2460 mm e uma tra-
vessa de 824 mm, como é possível observar na figura
1. No que diz respeito às dimensões das seções retas
dos perfis estruturais, pode-se verificar tais valores (em
milímetros) na figura 2. O material especificado para
a construção do chassi corresponde ao aço SAE 1020
cujas propriedades são apresentadas na tabela 1.

Figura 1: Sistema estrutural do chassi investigado

Figura 2: Seções retas dos perfis de aço

A modelagem por elementos finitos foi desenvolvida
através do software ANSYS, utilizando o elemento SO-
LID45 de suas biblioteca e gerando uma malha de ele-
mentos sólidos tridimensionais hexaédricos de 8 nós,
com 3 graus de liberdade por nó, cada um associado
aos deslocamentos translacionais relativos aos três eixos
cartesianos. O chassi em questão resultou em um mo-
delo com 25128 nós e 12660 elementos finitos, em um
total de 75384 graus de liberdade, tal como apresentado
pela figura 3.
Para o modelo em elementos finitos foi realizada uma
análise estática linear e, no que diz respeito às cargas,
foram aplicados carregamentos uniformemente distri-
buídos na área superior das longarinas, ao longo de seu
comprimento, onde todos os demais componentes do
veículo são montados. Os carregamentos foram calcula-
dos em função da capacidade técnica de carga de 17700
kgf, especificada pela Volvo do Brasil. A distribuição
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Propriedade Valor
Módulo de Elasticidade Longirtudinal 205 GPa

Massa Específica 7870 kg/m3

Coeficiente de Poisson 0,29
Tensão Limite de Escoamento 350 MPa

Tabela 1: Propriedades mecânicas do aço SAE 1020

Figura 3: Modelo numérico em elementos finitos do
chassi utilizando-se o elemento finito SO-
LID45

das tensões equivalentes de Von Mises está disposta na
figura 4 e atinge o valor máximo de 68,1 MPa.

Figura 4: Distribuição de tensões de Von Mises atuan-
tes sobre o chassi (Unidade: Pa)

3 Otimização pelo Algoritmo Genético
A otimização da estrutura deve seguir a equação 1.

σp = σe

FS
(1)

Onde σe é a Tensão Limite de Escoamento do material,
aço SAE 1020, que equivale a 350 MPa e FS é o fator de
segurança do projeto, que para fins de análise estática
em chassis do tipo escada, é comumente utilizado como
3.0 conforme [2].
A função objetivo que deve ser minimizada é a massa do
veículo, representada pela equação 2. Nela, as variáveis
W1, W2, W3, T1, T2, H2 e H3 são as dimensões dos
perfis estruturais e estas serão alteradas conforme a
disponibilidade comercial dos perfis. C1, C2 e C3 são
comprimentos fixos das longarinas e das travessas e são
mantidas constantes.

m = d[(2W1T1 + T2H2)(2C1) + (2)
(W2H2 −W3H3)(6C2 + 10C3)]

Para otimizar a estrutura é necessário determinar os

parâmetros inerentes ao AG no MATLAB, como taxa
de crossover (70%), taxa de mutação (10%), número de
gerações (100) e população inicial (150). O funciona-
mento correto da otimização aqui proposta depende da
correta implementação entre a interface mista entre o
MATLAB e o ANSYS.

4 Resultados e Discussão
A utilização de 100 gerações com populações de 150
indivíduos em cada totalizou 15000 iterações, ou seja,
foram criados 15000 indivíduos que foram testados na
função objetivo e levados ao ANSYS para as análises
estruturais. Após as 15000 iterações realizadas pelo
Algoritmo Genético, o mínimo global da função objetivo
foi alcançado, apresentando assim a solução ótima do
problema. A Figura 7 apresenta a evolução dos valores
da função penalidade em cada geração do AG, além
disso, são apresentados o melhor resultado e a média
dos resultados por geração para esta função. O melhor
valor encontrado é a massa mínima do chassi, m =
523.32 kg.
Deve-se mensionar que o ponto crítico, i.e., o de maior
tensão na estrutura é o mesmo na estrutura otimizada
e antes da otimização, o que corrobora a integridade do
processo de otimização, já que o mesmo não altera as
características de projeto da estrutura. O que ocorre é
a diminuição das seções dos perfis transversais e, logo,
da massa e o aumento da tensão no ponto crítico, já
que a carga que o chassi deve suportar não é alterada.

5 Conclusão
O presente trabalho concluiu que é possível desenvolver
uma metodologia de otimização para chassis de ônibus
urbanos a partir de uma interface apropriada entre o
AG e o ANSYS, de forma que no estudo de caso real
apresentado foi possível obter uma redução de massa em
comparação com a configuração original de projeto. A
otimização, embora a partir de hipóteses simplificadoras,
resultou em uma redução mássica da ordem de 64%.
Logo, para que este chassi seja efetivamente fabricado
é necessário que seja realizada uma análise dinâmica
do componente, ao invés de utilizar somente o fator de
segurança recomendado pela literatura.
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1 Introduction
An important instrument that successfully meets nan-
otechnological and nanometrological challenges is the
focused ion beam microscope (FIB). This technology
offers unparalleled opportunities for direct removal or
deposition of material on a solid surface, and this can
be accomplished at nanoscale dimensions. [4]
Most modern FIB systems use a liquid metal source,
field gas source, or plasma source to produce variable
current ion beams, mostly double or triple beam. The
present work used a triple beam focused ion beam
microscope, such a microscope contains two ion emission
columns: one more traditional with liquid metal ion
source, emits Gallium ions and another with gas ion
source, can be used individually in this column both
Neon gas and Helium gas. A triple beam FIB has
the same characteristics as a traditional double beam,
however the function of the electron beam is the gas
source ion beam, which can be responsible for images
with very high quality and resolution, and may be higher
when compared to images from a dedicated SEM. [1]
In this study we investigated the influence of gallium
and helium ion beam defects on silicon by comparing
metrologically whether an ion beam microscope actually
provides the programmed patterns.

2 Methdology
2.1 Instruments and sample

The generation of the lithographic drawings of the pat-
terns was performed using a Zeiss HIM Orion NanoFab
triple-beam microscope from DIMAT (Materials Metrol-
ogy Division) at the National Institute of Metrology,
Quality and Technology (INMETRO).
For the observation of defects produced by nanolithog-
raphy, was used or field emission gun scanning elec-
tron microscope (SEM-FEG), the Jeol JSM-7100F
Thermal field emission electron microscope from the
Nanofabrication and Characterization of Nanomaterials

(NANOFAB), State University of Rio de Janeiro.
The samples on which the lithographic nanopatterns
were designed were of Czochralski oriented (100)
monocrystalline silicon.

2.2 Silicon Experiment

Using the triple beam FIB, they were drawn on a sample
of oriented silicon of approximate dimensions of 10mm
x 8mm, a calibration cross and two nanopatterns:
a) Pattern drawn using the gallium ion beam (Ga +),
located approximately in the center of the sample. The
pattern was drawn over an area of 0.5mm x 0.5mm, and
121 squares were drawn with 1.5µm sideways, 50mm
apart isometrically, from their upper left edge. Four
50µm x 50µm crosses were drawn around the pattern
for easy identification. A dosage of 6x1017 cm−2 was
used for gallium beam scans.
b) Pattern drawn using the helium ion beam: Located in
one of the spaces of the previous pattern, more precisely,
in the last row of the first column, the pattern was
drawn over an area of 5.5µm x 5.5µm, and 289 squares
9nm sideways, isometric distances approximately 340nm
from each other from their upper left end. A 6x1017

cm−2 dosage was used for Helium beam scans.
MEV-FEG images of the gallium beam pattern were
acquired using a 5 keV acceleration energy and 4.0 mm
working distance and MEV-FEG images of the helium
beam pattern were acquired using a 0.5 keV acceleration
energy and 1.7 mm working distance.

3 Results and Discussion
Figures 1 and 2 show images acquired by the SEM-
FEG, where it is possible to observe the linear distance
between two markings made by the FIB with the gallium
and helium beam, respectively, either on the x axis or
on the y axis.
Because gas sources generate ions of smaller atomic
mass and size when compared to liquid metal sources,
their sample damage is reduced and consequently the
sample sputtering rate is also reduced, which impairs
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Figure 1: SEM-FEG images containing linear distance
measurements between two markings of the
pattern drawn by the gallium beam

Figure 2: SEM-FEG images of linear distance measure-
ments between two helium pattern markings

the milling speed of a sample, but increases accuracy.
The helium sputtering rate is two orders of magnitude
smaller than gallium at comparable beam energies, so
the helium beam strikes the sample much more smoothly
and can make marks on much smaller scales [3]
A sampling of 40 measurements between the gallium
and helium excavations was collected, 20 vertical and 20
horizontal in each pattern. Thus obtaining the average
distance and standard deviation, respectively 48.90µm
and 1.28µm for the Gallium beam and 334nm and 13nm
for the Helium beam. Dividing the average distance by
the programmed value gives a decrease in excavation
distance of 2.2 percent for Gallium and 1.7 percent for
Helium.
It can be seen that the FIB mask programming for
the gallium and helium beams, when applied to the
sample and analyzed, had similar dimensions to the
measurements made by the SEM-FEG.
Observation of the patterned region using an MEV-FEG
device is compromised when smaller doses are used or
when the distance between points is reduced, such as
the helium beam pattern. In future work, it may be

easier to observe the patterns under these conditions
using an atomic force microscopy (AFM) apparatus. [2]

4 Conclusions
Using the FIB technique, we generated defects in a sili-
con sample in the form of a pattern where metrological
analysis was possible using the SEM microscope. This
can be used as a metrological tool to compare different
FIB and MEV machines, and may contribute to the
development of the equipment, as well as being a start-
ing point for the creation of metrological calibration
standards for both nanometer-scale devices. [2]
In short, it has been shown in this study that direct
writing in silicon patterns via the gallium and helium
ion beam can provide new metrological results, and
this fact can greatly contribute to the development of
nanotechnology for materials. With future work in
mind, new patterns can be made from the Gallium and
Helium beams, varying the dosage, operating voltage,
number of beams in a given region, and the shape of
the pattern. The addition of Neon beam excavated
patterns can be performed, as the FIB used has this
possibility, considerably increasing its scope. Finally,
for a better analysis of the patterns the atomic force
microscopy technique can be used.
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